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MawunHHOe oby4yeHuUe
OCHOBHbIE NOHATUA
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CopepxaHue nekumn

3agada oby4yeHusd

MaTtpuua o0bEeKTOB-NPU3HAKOB

Mogenb anroputMoB U MeTo 0by4veHusd
dyHKUMOHanN Ka4vecTBa

BepoATHOCTHasA NocTaHOBKA 3aJa4uu
00y4eHus

[Tpobrnema nepeoby4yeHus
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Jlutepatypa

* http://www.machinelearning.ru
* Kypc K.B.BopoHuoBa
* https://www.kaggle.com/
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http://www.machinelearning.ru/
http://www.machinelearning.ru/wiki/index.php?title=%D0%9C%D0%B0%D1%88%D0%B8%D0%BD%D0%BD%D0%BE%D0%B5_%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5_%28%D0%BA%D1%83%D1%80%D1%81_%D0%BB%D0%B5%D0%BA%D1%86%D0%B8%D0%B9%2C_%D0%9A.%D0%92.%D0%92%D0%BE%D1%80%D0%BE%D0%BD%D1%86%D0%BE%D0%B2%29
https://www.kaggle.com/
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3apada ooy4yeHuUn

X — MHOXeCTBO 0OBHLEKTOB S=EIAN
Y — MHOXXeCTBO OTBETOB =

y : X — Y — HenssecTtHasa 3aBUCUMOCTb i I8
(target function) INTRLY
OaHo: il
{X,, ..., X} ¢ X— obyyatulas BbIOOpkKa EIP
(training sample) Il
y=y () i=1,...,{— n3BecTHble OTBEThHI




3apada ooyyeHuUs

10/

® N !u-" # = -

'1'-:1'_ ".: l. . .u ” M l,;:
S oy XK
" o . i ,,,_.

15} . gen™

£ " L] . “-
nx
-20 2

.25 ' ' - -
0 20 40 60 80

100

¢




3apada ooyyeHuUs

Hantu:

a:. X — Y —anroputm, peLlarLLyto
doyHkuuto (decision function),
npmbnmxarLlyo y Ha BCEM MHOXecCcTBe X
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Tunbl 3agau

3apaum knaccudukaumum (classification):
Y ={-1, +1} — knaccuukaums Ha 2 Kknacca

Y={1,..., M} — Ha M HenepeceKaloLNXCS KIaccoB
(multi-class classification)

Y ={0, 1} — Ha M knaccoB, KOTopble MOryT
nepecekatbca (multi-label classification).

3aaayu BOCCTAaHOBIIEHUSA perpeccuu (regression):
Y=RwimnY =R"
3agayu paHxupoBaHus (ranking):

Y — KOHeYHoe yrnopAago4eHHoe MHOXXeCTBO
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Tunbl KNaccudpunkaumn

Binary Classification

Multiclass Classification

v v v v vy v v v

Dog Not Dog Dog Cat Bus Plant Dog Cat Bus Plant
0.9 0.1 0.5 0.09 0.01 0.4 0.8 0.2 0.04 0.7
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CBeageHMne MHOIMoOKaccoBOM K
OnHapHoOUu Knaccudukauumn

e e . X5 FAY O
One-vs-all (one-vs-rest): AA Ox0
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Class 3: X 0L
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KoanpoBaHue Knacca

b.. — 11

Multi-Class Multi-Label
C=3 Samples Samples
ﬂ’bﬂdb ( o ((
A D qﬁ“ {1’ ( .;}Q
Labels Labels

3 A

[001] [100] [010]
one-hot encoding
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 KoMnbloTEP BCeraa MMeeT Aeno c

[MTpu3Haku

NPU3HaKOBbIM ONncaHneM OOBbEKTOB.
Hanpumep: naymeHTa MOXXHO onucaTtb
npu3Hakammn. UMs, BO3pacT, HOMepP NoJinca,

Xanobbl, JaBneHne, Temneparypa,
pe3ynbTaTbl aHannM3oB

c fi X

— Dy

* Tnnbl NPU3HAKOB:

BUHapPHbIN
HOMWHAaNbHBLIN
nopsAaKOBbIN
KONMMNMYECTBEHHbIV

MaTtpuua o6 bEeKTOB-NPU3HAKOB: |||

fi(x1)
J '1' ('51.-'!?)

fulzi)
fulze)
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Npumep. 3agava Knaccudukaumn
BuaoB npuca (Puwep 1936)

OANMWHa YawenucTuka

WWpKWHa YyawenucTika

ONWHA NenecTka

LUMPUHA nenecTka
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Moaenb n anropntm odoyvyeHuUs

* Moaenb — 9TO CEMENCTBO "TnnoTes”
A={g(z,0) |0 € 6}
odHa N3 KOTOpbIX (Kak Mbl Hageemcs)
XOPOLLO NpubnmxaetT uenesyro OYHKLUMIO

* Anroputm odby4deHus
e (X xY) — A
HaxoauT rmnoTesy B MOAENN, KoTopas
Hanny4dwnm obpasom npnonmxaet
LieneByo OYHKLUUIO, UCMNOMNb3YSA N3BECTHbLIE
3HayeHusa (oby4yatroLlyro BbIDOPKY)




[Tpumep - KNnaccudpmnkaumus

* KpeOWTHbIN CKOPUHT

* Pa3peneHue
KIMMEHTOB Ha low-risk
n high-risk no nx
3apnnare u
cbepexeHnam

IF income > 6, AND savings > 0,

/

Mopgenb

A

Savings

6 |

High-Risk

Low-Risk

-

Income

THEN low-risk ELSE high-risk

i




[lpumep - perpeccusn

y - LleHa aBToMoouns

X — npober

Vv price
T

y = 0.x+8, - mogensb

6, 6, - napamempuel

15
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15
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NpuMep — ABE TOYKU 3pEeHUN

1. X — onuH NpU3HaK, 6 x%+6,x+0; u 0 x+0,sin(x)+6;-nse L~ 71"
MoLEenM

2. {x?,x}, {x,sin(x)} — oBa Ha6opa pa3HbIX MPU3HAKOB, i_
Mogernb — ofgHa (J'II/IHel/IHaFI o %f +93) e
Linear re %sm | £
12 T T T T +I ] _'I 1
*+  sample data + I:.H

— 2
10 - Ymagenta E|1 o E'E}{+E'3
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OOy4yeHne Ha OCHOBE MMHUMU3ALUN
3MMUPUYECKOro pucka

* OYHKUMA NOTEPb .Z(a(z).y*(z)) - BENTUYUHA
OLLUMOKM rnnoTesbl a Ha O0bEeKTe X.
[Tpumepbi:

— DUHAPHASA (e ucnonsayercs?)
- Z(a(z),y"(x)) = |a(z) — y* ()]
- Z(a(z),y () = (alz) =y’ (Jrf))2
* OMMUPUYECKNN PUCK: Q(a, X*) = Zz a(z), y:)

 Cambin I'IOI'IyJ'IFIprII/I aJirfopnTMm OéyquMﬂ =
MWUHUMWN3aUUNA SMITMPUNHECKOIO PNCKA.

(X" = arg min Q(a, X*)

ac A
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[Mpobrnembl peanbHbIX 3aga4

2 OLI,I/IHaKOBbIe NMNPM3HaAKOBbIE OINMNCaHNA
MOIyT COOTBETCTBOBATb PA3HbIM obbeKkTam

* OObLEKTbI C NOXOXUMU (Oaxe
O4MHaKOBbIMW) 3HAYEHUSAMWN NPU3HAKOB
MOryT UMeTb pasfinyHble 3Ha4YeHUs
LleneBon OYHKLNN

* Heobxoanmbln 3akasynky yHKUMOHAnM
KadecTBa (NpubbINb KOMNAHMKN) HE
ONTUMU3NPYETCSH BO BpeMA 0Dy4YeHUS
Mo4enu
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BeposATHOCTHasA NocTaHOBKa !
3afaum =
i VAR
P(X,y) — HEM3BecCTHasl TouHas NNOTHOCTb |

pacnpegeneHna Ha XXY
X' - BblDOpKa M3 CriyvyauHblIX,

HE3aBUCMbIX U OONHAKOBO

pacripegerieHHbiX rnpeueHaeHTonB

p(X) =p((x1,91), -, (T, 90)) = plar, ) X - X p(xe,ye) By

e(z.y.0) - Mmopenb 1=

[MpunHUMN MaKCI/IMyMa npaBaonogoous:

H Lp Ti, i, 0) — max




Decision function

* [1peanonoXXmm, 4YTo Mbl HaLLK

BEPOATHOCTb P(Y[X)=p(X,y)/p(X). Kakoe
3Ha4YeHune y HY>XKHO npeackasaTthb Ons

3ajaHHOro x ?

* MnHmmmnsauyma cpegHero pucka:
a(r) = argmin F,.Z(s,y)

* YnpaxHeHue:
y 2—3 "4 D
p(y|x) 0.1 0.2 0.3 04
NpUMUTE NpaBUNbHbIE peLleHnsa a(x) ans
Kaxkgon pyHKUMM noTepb co cnanga 14

>
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PacuyeTt notepb/npnobinn

baHk pelwlaeT Bonpoc o Bbigade kpeamta 1 MnH. pyb
KnneHTty nog 15% rogosbix. Anropnt™m MO
npenckasarn BepoATHOCTb Bo3BpaTa kpeauta: 80%

- b CpepHan
Mpuobinb BepHéT He BepHET NPUBLINE
BepoATHOCTb 0.8 0.2
BblgaTtb 150 T.p. -1000 T.p. -80 T.p.
He Bbigatb -150 T.p. 0 -120 T.p.

[TpaBunNbHO?

|
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Pac4yeT notepb/npnobInn

baHK pewiaeT Bonpoc o Bbiaaye kpeauta 1 MnH. pyo
kKnneHnTy noa 15% rogosbix. Aniroputm MO
npeackasarn BeposATHOCTb Bo3BpaTa kpeauta: 80%

= i CpegHsaA
MpunobINb BepHET He BepHEéT NPUBLINE
BepoATHOCTb 0.8 0.2
BbigaTtb 150 T.p. -1000 T.p. -80 T.p.
He Bblgatb -150 T.p. 1000 T.p. 80 T.p.

Ecnn Mmbl yunTbiBaeM ynyLeHHY0 BbIFrOAY, TO HY>KHO
YYUTbIBATb U YNYLLEHHbIE MOTEPW.

[MpobrnemMbl peanbHbIX 3a4a4: MMEKLIMECS B
pacnopsXeHn AaHHbIE HE NO3BOSIAIOT OLIEHUTb
YAYLLIEHHYIO0 BbIroay. Tam ecTb MHpopMaLns TONbKO
O KNUeHTax, KOTOPbIM KpeauT Bblganm.
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PacuyeTt notepb/npnobinn

E i CpepgHan
Mpuobinb BepHéT He BepHET NPUBLINE
BepoATHOCTb 0.8 0.2
BblgaTtb 150 T.p. -1000 T.p. -80 T.p.
He BblgaTtb -150 T.p. 1000 T.p. 80 T.p.

OTBeTbTE Ha BOMPOCHI:

1) MOXXHO N OLEHNTL NPUBLINL/MOTEPU B Criyyae He Bblaaun
Kpeguta?

2) AsnatoTcsa nu npasunbHbiMU BeposaTHOCTH 0.8 n 0.2,
BO3BpaLlaeMble HOBbIM afirOPpUTMOM, HATPEHNUPOBAHHbLIM Ha
BbIOOPKE «MPUHATBIX» CTapbIM anropuTMoM DaHKa KNMEHTOB?

[Noackaska: paccMoTpuTe ABe cUTyauuu:

a) Mbl BHeApseM Hall anroputM, He youpasi ctapbin, a rnocrie
CTaporo BTOPbLIM 3TanomMm;

b) Mbl BHEOQPSEM HOBbIN anropuTM Ha 3aMeHy CTapomy

|
1
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PacuyeTt notepb/npnobinn

o L CpepHan
Mpubbinb BepHéT He BepHET NPUBLINE
BepoATHOCTb 0.8 0.2
BbigaTtb 150 T.p. -1000 T.p. -80 T.p.
He Bbigatb -150 T.p. 1000 T.p. 80 T.p.

NMpoGnembl peanbHbIX 3aga4 2: Nocne BHEAPEHUS HALLIErO
anroputma nobbiM 13 ABYX YNOMAHYTbIX CNOCODOB CTaTUCTUKA
paboTbl baHKa U3MEHUTCS N Mbl NONYYUM TPETU BapUaHT
BEPOATHOCTEN™.

OTBeTbTE Ha BONpoOcC: HyXXHO N KaXabIn roq perynapHo
OOHOBMATb anropmTM Ha HOBOM CTATUCTUKE U KaK 3TO AenaTtb?
ConpgeTca nu 3TOT npouecc Korga-HMbyab K CTaunoHapHOMY
anropuTMy n cTaTtucTuke?

1 BapuaHT: BEPOATHOCTU Ha BbIXO4E CTApPOro ariroputMma; 2- — Ha Bxopfe; 3-1 — Ha BbIXo4e HOBOro anroputma

| |
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CteneHun oOy4YeHHOCTU Moaenu

* Hepgooby4eHHasa mogernb =

- Mogenb, CnMLKOM CUNbHO ynpoLlaroLlas 2 IR
3aKOHOMEPHOCTb X = Y . n

* [lepeobyyeHHaa moaenb

- Mogenb, CrNLWKOM CUINbHO HACTPOEHHAas
Ha 0CcobeHHOCTU 0by4YatoLen BbIDOPKU

i g v 1

(Ha Wwym B HabntoaeHUsx), a He Ha
pearnbHYy 3aKOHOMEPHOCTL X = Y .




[lepeoby4eHue
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Korpga Hy)XHO 3aKkaH4YuBaTb

oby4yaTbCca?
Error
Validation set
E Training set
0 Early Number of

stopping iterations
point
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HIH
KoHTponb nepeoby4yeHuns T

» [Insa oueHkn obobLuyatoLen cnocobHocTn |

anroputMma oby4yeHusa u NCNOMb3YIOT: == AN

— OMIMUPUYECKUN PUCK HA TECTOBBLIX AaHHbIX (hold+
out):

HO(u, X%, X¥) = Q(u(X*), X*) — min )

- CKonb3awmmn KOHTpOJ‘Ib (leave-one-out), L=I+1:

LOO(1, X') fzz(u, (XN fP) (). ) J
- Kpocc-npoBepka (cross valldatlon)'
CV(p, XH) |N| Z Q(u(X ) — min :k',-i- .

ncN

- OueHka BEPOATHOCTW nepeoqueva

Q- X1 = = 5™ [Qu(X0). X!) = Q(u(XE). X!) > &] = min
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