MawuHHOe oby4yeHune
MeTopn onopHbIX BeKkTopoB (SVM)

Support
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l-"‘ ‘
i .
- | | I
- £
m—




CopepxxaHue nekumm

e Cnyyau NMHENHO pa3genumMon u
HepasgenmMmMmon BeIDOPOK

e [IBONCTBEHHAA 3a4da4a

 Tunbl 0OBbLEKTOB

* HennHenHoe obobweHne SVM
 SVM-perpeccus

e L, perynapusauus
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Camas wupokas
pa3genAdariolasd nosyioca
* PaccMOTpuUM NMMHEUHBLIN KnaccudukaTop:
a(x,w) = sign({w, x) — wp)
* [onycTtnm, 4To oby4atoLiada BbIbopKa

NMMHEWHO pas3aenmma:

HW, wo : I\/I}-(VV'j WO):_)/f(<W3Xf> — Wo) > 0:| | — 17’61’

* w 1 w0 onpeaeneHbl C TOYHOCTbIO A0

MHOXMWTENSA = HOpMUpyem  min M;(w,wo) = 1

* lllnpmnHa nonocei:




MeTtoa onopHbLIX BEKTOPOB Ans
FINHENHO pa3genmMoun BbIOOPKN

HWH2 — min;
w

Mi(w,wp) >1, i=1...¢

Uto nenatb, ecnu BbIDOpKa
He pa3genmma rmnepniioCKoCTbo?




Cny4yau nmHeuHo
Hepas3aenmmoun BbIOOPKU

Takkak § = 0u¢;

& = (1— M)y
CnepnosaTtenbHO, Halla 3af4a4a 3KBUBanNeHTHa MMHUMU3aumnmn pyHKUMOHana
: 1
Q(w,wp) = Z(l — Mz‘(ﬂ}?ﬂj'g)) 2O||w||2 g Elilur{}
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YacTto ucnonb3syemblie
JPyHKUMU NOoTepb

V(M) =(1—- M),
H(M) = (—=M),

L(M) = log,(1+ e )
QM) = (1 - M)’
S(M)=2(1+¢")™"
E(M)=e M

[M < 0]

— Kycou4Ho-nuHeliHas (SVM);

— Kyco4Ho-nuHeiliHas (Hebb's rule);
— norapudpmnyeckas (LR);

— kBagpaTtuyHas (FLD);

— curmougHas (ANN);

— skcnoHeHumnansHas (AdaBoost);
— noporosasi OyHKLMsI NOTEPD.
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YcnoBusa Kapywa—KyHa—-Takkepa

3ajlaya MaTEMATUYECKOrO NPOrpaMMUPOBaAHUS:

[ f(x) = min;

gi(x) <0, i=1,...,m;
L hi(x) =0, j=1,...,k

v

Heobxoaumele ycnosusi. Echm x — Touka nokanbHOro MUHUMYMa,
TO CYLWeCTBYIOT MHOXMuTEeAnM p;, 1 =1,....m, A;, j=1,... k:

( m k
0L
=0 LlamA) =10+ ) pigi(x) + Y Ajhi(x)
=1 Jj=1

.

gi(x) < 0; hj(x) =0; (ncxopHble orpaHnyeHmns )

wi = 0; (ABOWCTBEHHbIE OrpaHNYEHNs)

| 1£igi(x) = 0; (ycnosue gononHsitoweld HEXXECTKOCTM)
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[lpumeHeHune ycnoBumn KKT Kk

3agadye SVM
®yukuus Jarpawxa: Z(w, wy, &\ n) =

__||W-||2 Z)\ (w, wp) Zg, (N +mi — C),

Aj — NEepeMeHHble, ABOWCTBEHHbIE K orpaHndedusam M; > 1 — &;;
1); — NepeMeHHble, ABONCTBEHHbIE K OorpaHuyeHnsam &; = 0.
(0L 0. 0.
—— -0, —/ =0 — =0
ow 6w0 65

0&=20, A=20, 7,20, i=1,....0
Ai=0 nmbo Mi(w,wp)=1-¢&;, i=1,...,¢
(7 =0 mbo & =0, i=1,....¢
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Heobxoanmbie ycnoBusa cegnoBow
TOYKU pyHKUMU JlarpaHka

®Pynkums Jlarpawxka: Z(w, wp, &M\, n) =

——llwll2 ZA Mi(w, wp) — 1) — Z&)\Jr’m—(f)

=1 =1

Heobxognmble ycnoeusa cegnosoii Toukn doyHkumm JlarpaHxka:

£ ¢
aa;'f: W—Z)\;y;x,-zo — w:Z)\;y,-x;;
i=1 i
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Tunbl 00OBLEKTOB

Tunusaums obHLEKTOB: 'l;_
1.A=0,7=C, §&=0, M;>1 =
— nepudpepuiiHble (HeMH(POPMaTNBHbIE) ODBEKTHI. SE
2.0< A< (C, 0<ni<(C; &=0, Mj=1. F_’Iﬂ“
— OMOPHbIE FPAHNYHbIE ODBEKTHI. 3

3.N=C;, ni=0; & >0, M; <1.

|
— OMOPHbIe-HAPYLNTENN. )

» OBbeKT X Ha3blBaeTcs onopHbIM, ecnin A, 5/ 0.




[1IBoCTBEeHHasd 3agava

i ¢ 1 £ @
—ZA) ==Y AN+ = D> Aiyiyi(xi.xg) — min:
i=1 i=1 j=1
Vi el i=1....0
l
> Aiyi = 0.
L i=1 .
PellieHne npsiMoii 33124 BbIPaXkaeTCsl Yepe3 pelleHne [BONCTBEHHOM: it
i ¢
W= ) AiYiXi;
< i=1
| wo = (w,x;) — yi, Bns nwboro i: \; >0, M; =1.

JlnHelinbii knaccndukaTop:

¢
a(x) = Sign( AiVi(xi, x) — wo).
=1
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[lpenmyLlecTBO nepexoaa K

NBOUCTBEHHOU 3agauve

 [IBoMicTBEHHaAd 3aga4ya He 3aBUCUT OT i a

PA3MEPHOCTM NPOCTPAHCTBA X

« PasmepHOCTb BeKTopa A coBnagaeT C YNCITOM | | —

OOBbEKTOB, HO Noaasnawwee DOnNbWUHCTBO ||
koopaunHaTt paBHbl nnn 0 unn C —e




OO0y4yeHune SVM

1. Find a! as the initial feasible solution. Set k = 1.
2. If o is an optimal solution of (1] (1), stop. Otherwise, fmd a two- element working set
= {z i} c{1,...,1}. Define N = {1,...,[}\B and o and a%; to be sub-vectors
Df o CDI‘I‘B&pOHleg to B and N, re&,pectwely
3. Solve the following sub-problem with the variable ap:
1 Q Q « «
: T kT BB BN B T i B
min — |l o — |lep €
P 2[ B (an)] [QNB QNN] &N] 5 en] aﬁr]
_ L ap » k\T 1
= ZCIBQBBQ{B —+ ( ep + QBNO-'N) ap + constant
1 Qi Qz‘j] lﬂfi] kT O-’z‘]
= oy + (—ep + (8} + constant
5 i o] [Qz‘j | [ (—ep + @pNnOy) 2
subject to 0< ay,a; < C, (2)
yici + Y0 = —yya,
where [gig gii‘;] is a permutation of the matrix Q.

4. Set af?l to be the optimal solution of (2) and ak"'l = aﬁr. Set k — k + 1 and goto
Step 2]
R.-E. Fan, P.-H. Chen, and C.-J. Lin. Working set selection using second order

information for training SVM. Journal of Machine Learning Research 6, 1889-1918,
2005
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BrnnsaHue KoHcTaHTbl C Ha
peweHne SVM

SVM — annpokcumayms n perynsipyusaumnst SMnMpuyeckoro prcka: |

£

1
1— Mi(w,wp)), + —]|w|? — min.
2 (1= Mi(w,wo)., +5elwil® — min
6onbwon C manbin C

cnabasi perynspusayms

CUJIbHAsA perynsipusaumns




HennHenHoe ob6o6weHue SVM
PacwunpeHue npoctpaHCcTBa

Input Space

Feature Space
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Bupgeo-gpemocTtpauuna

TP

The blue/red

AR S=

dots are not

inearly separable

I 8 r==m
.




K(u,v) =

MonuHoMuanbHbIE AApa -

(1, w) = (uf, U3, V2u1un)

K(x,x") = ((x), (X)) 1

o
hILLL
(u, v)* = ((u1, u2), (vi, v2))* = :
= (w1 + Mz‘b"z)2 = U%vl + u2v2 + 21 vy vy = ;_
= (v}, U3, V2u1w), (V{, 3, V211 10)). iy |
I
B obiuem cryuae: K(x,x') = ({x,x) + 1)0’ i
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[Mpumepbl Knaccudumkauum c
pa3fIMYHbLIMU SapaMN

NnHeliHoe NONMHOMMASIbHOE rayccosckoe (RBF)

(x, x') ((x,x') +1)%, d=3 exp(—fx — x'|?)
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SVM-perpeccus

*3ajaua:

2

1
1111115”11{

* OrpaHuycHUS
Y, —wx,—Wp<0

wx, +wy—y, <0
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A
JKBUBaNeHTHas BT
NOCTaHOBKA 3aa4M T
, . ,_'_ L
Z(l(W}Xﬁ—Wo—)"i|—5)++f”w||2%mm ﬁ— -'f? |

CpaBHeHue ¢ 0bblvHoU perpeccuent (MHK) E i

;\I
Dynkuus noteps: () = (|e] — 5)+ B cpaBHenumn ¢ £ (g) = e ]
3 - - ; ;
2 N
] TR
: \ / o=
S S e s (S S

3apaya pelwlaetcs NyTEM 3aMeHbl NEPEMEHHbIX U
CBe[EeHNS K 3aaade KBaapaTUYHOro NporpaMMmupoBaHuss 20




PeweHue 3agaum onTumMmmnsaumn
3aMeHa nepeMeHHbIX:

5;+ = ({w, xi) —wo — yi — 5)+;
& = (—(w,xi) +wo+yi —9), ;

(

14
étwu%c;(snsfw min

W:W01£+1£_
yi—0—& <w,x)—woSyi+6+&", i=1,...,¢
R _I_ ,_
& 20, & >0, i=1,...,¢

OTO 3aJa4a KBaapaTUYHOro MporpaMmmMmpoBaHUs C
NMHENHBLIMU OrpaHNYEHNSMNU-HEPaABEHCTBaAMMU,
pellaeTca TakKe cBeeHneM K ABOUCTBEHHOM 3a4ave.
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CpaBHeHue Ll

* CpaBHeHue SVM-perpeccum ¢ raycCoBCkUM [ -
(RBF) aopom, nMHEMHOW U NOSIMHOMUASTBEHOW “t A

perpeccuen:
3 Support Vector Regression ' E [ !
—  RBF model N
—— Linear model
: Lt
2 . —  Polynomial model | 1
ee s data B
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1-norm SVM (LASSO SVM)

Annpokcumaunsa amnmpuyeckoro puckaclL, - £
perynspusaumei: ISEN|
=
‘ n
1 — M; o
Z;( (w, wo)) +;uz; wj| = min
i= J

OTOOp NMPM3HAKOB C NapamMeTpoMm
CEeNeKTUBHOCTMU U YeM DbornbLie U, TeM 7=
MEHbLLUE NPU3HAKOB OCTaHETCS




CpaBHeHue L, u L. perynsipusaumn

1
3aBUCUMOCTb BECOB W, OT KoahduumeHTa m

L> perynspusaTtop: i ZJ- %_2 L1 perynsipusatop: Zj |"“*ﬁr|
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3agaya u3 UCI: prostate cancer (guarHocTvka paka) 24
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Doubly Regularized SVM
(Elastic Net SVM)

¢ n

1 .
CZ(I—M;(W,WO))+—|—#Z|M|+§Z%? —+ min

Elastic Net meHee xécTko oTOMpaeT npusHaku.
1.
3aBUCMMOCTMN BeCOB W; OT koadpdpumumenTa log 5

251
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— Lasso
'| - - Elastic-Net

o 20 40 60 80
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