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CopepxaHue nekumn

3agada oby4yeHusd

MaTtpuua o0bEeKTOB-NPU3HAKOB

Mogenb anroputMoB U MeTo 0by4veHusd
dyHKUMOHanN Ka4vecTBa

[Tpobnema nepeoby4yeHus
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3apada ooy4yeHuUn

X — MHOXeCTBO 0OBHLEKTOB S=EIAN
Y — MHOXXeCTBO OTBETOB =

y : X — Y — HenssecTtHasa 3aBUCUMOCTb i I8
(target function) INTRLY
OaHo: il
{X,, ..., X} ¢ X— obyyatulas BbIOOpkKa EIP
(training sample) Il
y=y () i=1,...,{— n3BecTHble OTBEThHI




3apada ooyyeHuUs
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3apada ooyyeHuUs

Hantu:

a:. X — Y —anroputm, peLlarLLyto
doyHkuuto (decision function),
npmbnmxarLlyo y Ha BCEM MHOXecCcTBe X
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Tunbl 3agau

3apaum knaccudukaumum (classification):
Y ={-1, +1} — knaccuukaums Ha 2 Kknacca

Y={1,..., M} — Ha M HenepeceKaloLNXCS KIaccoB
(multi-class classification)

Y ={0, 1} — Ha M knaccoB, KOTopble MOryT
nepecekatbca (multi-label classification).

3aaayu BOCCTAaHOBIIEHUSA perpeccuu (regression):
Y=RwimnY =R"
3agayu paHxupoBaHus (ranking):

Y — KOHeYHoe yrnopAago4eHHoe MHOXXeCTBO
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Tunbl KNaccudpunkaumn

Binary Classification

Multiclass Classification

v v v v vy v v v

Dog Not Dog Dog Cat Bus Plant Dog Cat Bus Plant
0.9 0.1 0.5 0.09 0.01 0.4 0.8 0.2 0.04 0.7
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Bbibop mexay
multi-class n multi-label

* [lpumep HeTpmBManbLHOU 3aga4n: Knaccudpukaumns
y4acTKOB ructonormu. ['latonoroaHatomsl
pasMeTunn 3HakomMmble XapaktepHble y4acTku B b1
N300paXeHn Ha3BaHUAMN U3BECTHbLIX NATOSIOTNN.
Hy>XHO HaTpeHnpoBaTbL HEUPOCETL AenaTtb 3TO
aBTOMaTU4YECKMU

Uem BbyayT oTnnyaTtbes pesynbTrathl
npeackasaHua multi-class n multi-label
HEWPOCETEN?

Ecnu mbl Bnocneactenm dygem coptTmpoBaTh Mo
BEPOATHOCTU NPUHAANEXHOCTN TOMY UNN MHOMY
Knaccy, Kakon Tun Knaccudgpukaumm npasmnbHO
byoeT NnpUMeHaTb?
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CBeageHMne MHOIMoOKaccoBOM K
OnHapHoOUu Knaccudukauumn

e e . X5 FAY O
One-vs-all (one-vs-rest): AA Ox0
i O O
AN X x ,-
X, X X, |
O .0
0 X ofe OQG
DDD g O O
N 070
>
X1 A
Class 1: A \.» " 03 XXy
Class 2: [ o X
Class 3: X 0L
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KoanpoBaHue Knacca

b.. — 11

Multi-Class Multi-Label
C=3 Samples Samples
ﬂ’bﬂdb ( o ((
A D qﬁ“ {1’ ( .;}Q
Labels Labels
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one-hot encoding
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 KoMnbloTEP BCeraa MMeeT Aeno c

[MTpu3Haku

NPU3HaKOBbIM ONncaHneM OOBbEKTOB.
Hanpumep: naymeHTa MOXXHO onucaTtb
npu3Hakammn. UMs, BO3pacT, HOMepP NoJinca,

Xanobbl, JaBneHne, Temneparypa,
pe3ynbTaTbl aHannM3oB

c fi X

— Dy

* Tnnbl NPU3HAKOB:

BUHapPHbIN
HOMWHAaNbHBLIN
nopsAaKOBbIN
KONMMNMYECTBEHHbIV

MaTtpuua o6 bEeKTOB-NPU3HAKOB: |||

fi(x1)
J '1' ('51.-'!?)

fulzi)
fulze)
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Npumep. 3agava Knaccudukaumn
BuaoB npuca (Puwep 1936)

OANMWHa YawenucTuka

WWpKWHa YyawenucTika

ONWHA NenecTka

LUMPUHA nenecTka
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Moaenb n anropntm odoyvyeHuUs

* Moaenb — 9TO CEMENCTBO "TnnoTes”
A={g(z,0) |0 € 6}
odHa N3 KOTOpbIX (Kak Mbl Hageemcs)
XOPOLLO NpubnmxaetT uenesyro OYHKLUMIO

* Anroputm odby4deHus
e (X xY) — A
HaxoauT rmnoTesy B MOAENN, KoTopas
Hanny4dwnm obpasom npnonmxaet
LieneByo OYHKLUUIO, UCMNOMNb3YSA N3BECTHbLIE
3HayeHusa (oby4yatroLlyro BbIDOPKY)




[Tpumep - KNnaccudpmnkaumus

* KpeOWTHbIN CKOPUHT

* Pa3peneHue
KIMMEHTOB Ha low-risk
n high-risk no nx
3apnnare u
cbepexeHnam

IF income > 6, AND savings > 0,

/

Mopgenb

A

Savings

6 |

High-Risk

Low-Risk

-

Income

THEN low-risk ELSE high-risk
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[lpumep - perpeccusn

y - LleHa aBToMoouns

X — npober

Vv price
T

y = 0.x+8, - mogensb

6, 6, - napamempuel

15

LY

15



OOy4yeHne Ha OCHOBE MMHUMU3ALUN
3MMUPUYECKOro pucka

* OYHKUMA NOTEPb .Z(a(z).y*(z)) - BENTUYUHA
OLLUMOKM rnnoTesbl a Ha O0bEeKTe X.
[Tpumepbi:

— DUHAPHASA (e ucnonsayercs?)
- Z(a(z),y"(x)) = |a(z) — y* ()]
- Z(a(z),y () = (alz) =y’ (Jrf))2
* OMMUPUYECKNN PUCK: Q(a, X*) = Zz a(z), y:)

 Cambin I'IOI'IyJ'IFIprII/I aJirfopnTMm OéyquMﬂ =
MWUHUMWN3aUUNA SMITMPUNHECKOIO PNCKA.

(X" = arg min Q(a, X*)
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CteneHun oOy4YeHHOCTU Moaenu

* Hepgooby4eHHasa mogernb =

- Mogenb, CnMLKOM CUNbHO ynpoLlaroLlas 2 IR
3aKOHOMEPHOCTb X = Y . n

* [lepeobyyeHHaa moaenb

- Mogenb, CrNLWKOM CUINbHO HACTPOEHHAas
Ha 0CcobeHHOCTU 0by4YatoLen BbIDOPKU

i g v 1

(Ha Wwym B HabntoaeHUsx), a He Ha
pearnbHYy 3aKOHOMEPHOCTL X = Y .




[lepeoby4eHue
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Korpga Hy)XHO 3aKkaH4YuBaTb

oby4yaTbCca?
Error
Validation set
E Training set
0 Early Number of

stopping iterations
point
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HIH
KoHTponb nepeoby4yeHuns T

» [Insa oueHkn obobLuyatoLen cnocobHocTn |

anroputMma oby4yeHusa u NCNOMb3YIOT: == AN

— OMIMUPUYECKUN PUCK HA TECTOBBLIX AaHHbIX (hold+
out):

HO(u, X%, X¥) = Q(u(X*), X*) — min )

- CKonb3awmmn KOHTpOJ‘Ib (leave-one-out), L=I+1:

LOO(1, X') fzz(u, (XN fP) (). ) J
- Kpocc-npoBepka (cross valldatlon)'
CV(p, XH) |N| Z Q(u(X ) — min :k',-i- .

ncN

- OueHka BEPOATHOCTW nepeoqueva

Q- X1 = = 5™ [Qu(X0). X!) = Q(u(XE). X!) > &] = min




[lepeodOy4yeHune nepeodyvYeHuUlo -
PO3Hb

[laxke korga mogesnb “3anomMHuna’
oOy4aroLLyo BbIDOPKY, ecrin ee npaBunbHO
TPEHMpOBaTb Aarblle, OHa NOBbLILLAET CBOIO
obobLatoLyto crnocobHOCTb

a=1.00; h =0.02 a = 0.0000
101 ®» [ ] & [ ] [ ] ] —— True Regression
4 — Eskim
= 4"//‘—_I\‘—
2 4
0.6 -
....................................... 0
0.4 -
-2
0.2 -
=== Boundary _a |
0.0 1 — Estimator L]
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KpuBas pucka ansa coBpeMeHHbIX | |

arnropuTMoB =
Double descent risk curve - nocrne =

oocTtukeHus interpolation threshold anroputm | il
yMeeT naearnbHO 3anoMuHaTh OByYaloLWwyr

BbIOOPKY, HO HEOrPaHMYEHHOIO poCTa

nepeodby4yeHnsa He NponcxoanT

under-fitting . over-fitting

under-parameterized /\ over-parameterized

. Test risk Test risk
ﬁ '_;,j; - “nllotc.lern” .
m m \ interpola 1ng reglme
\ 1 ]
~ o ‘Iraining risk ~ Training risk:
sweet spot_ © ~ _ T~ .‘(interpolation threshold
Capacity of H Capacity of H

(a) (b)



OwnbKU Kpocc-Banmoauumm

* [laHHblE, 3aBUCALLNE OT BPEMEHMU, HYXKHO
pasnenaTtb Ha "npownoe” u "oyayulee", a
He nonb3oBaTtbc4 train_test split ga ewe um
c shuffle=True

* AyrMeHTauMIo HY>KHO NpoBOAUTL He nepea,
a nocrne pasgeneHund Ha Train n Test
(Mpumep: reHepaymss cMecen, ayrMmeHTauung

doT0)




OwnbKU Kpocc-Banmoauumm

e Bias - ctatuctundyeckoe otnnyme Train ort
Test (Mnn OoT AaHHLIX, K KOTOPbLIM MoAernb
cobuparoTca NPUMEHATb B OyayLleMm).

* [1Ipumepsi:

o0y4eHne Ha POTOo, COOPaHHbLIX B ACHYIO
noroay;

Haem coTpyaHnkoB B Amazon (M/X)

Hall ONbIT C6opa AadHHbIX MO TUTAaHOBbLIM
NOKPbITUAM

KOHKYpCbl AHOeKkca: Npobkn, naHopambl

|
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