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Preface

The textbook offered to your attention is a practical introduction to parallel
programming based on MPI technology - Message Passing Interface. Currently,
this technology is one of the main parallel programming technologies for cluster
systems and distributed memory computers [5-10]. The textbook describes the
MPI standards of versions 1.1 [11] and 2.x [12], on which most modern software
implementations are based. A version of the MPI interface for the C language is
used; when organizing input-output, C++ language tools are used.

The textbook consists of three main sections. The first section provides a
systematic description of the capabilities of the MPI interface. The basic capa-
bilities of this technology included in all versions of the standard are considered
in detail, including blocking and non-blocking message exchange between two
processes, collective interactions of processes, definition of derived types, work
with groups of processes and communicators, application of virtual topologies.
In addition, new capabilities introduced (or significantly expanded) in the MPI-2
standard are studied: parallel file input-output, one-sided communications, use
of intercommunicators and dynamic creation of processes. Along with various
capabilities of the MPI interface, the first section also considers an important
class of parallel algorithms, namely, parallel matrix multiplication algorithms,
for the implementation of which various means of MPI technology are used. All
topics discussed are accompanied by examples of program code associated with
solving typical tasks.

The second section contains 250 training tasks on all the topics considered
in the first section. It should be noted that for practical study of the main com-
ponents of MPI it is sufficient to use a local computer, simulating parallel execu-
tion of processes on it. However, even in this simplest version, the student in-
evitably encounters additional difficulties in developing parallel programs, due
to the complexity of organizing input-output of data for various processes of a
parallel program and the impossibility of using standard debugging tools pro-
vided in integrated environments for parallel programs. In order to facilitate the
development of MPI technology, the author has developed a specialized training
system—an electronic problem book on parallel programming on MPI-2 Pro-
gramming Taskbook for MPI-2 (PT for MPI-2). All tasks included in the
second section of the textbook can be solved using the PT for MPI-2 in envi-
ronments Microsoft Visual Studio (version 2008 and higher) and Code::Blocks
(version 13 and higher). It is the presence of a large number of training tasks re-
lated to all aspects of MPI technology and the possibility of using specialized
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software tools that significantly speed up the process of solving problems that
are the distinctive features of this taskbook and the approach to teaching parallel
programming based on it.

The third section describes the tools of the training task designer for the PT
for MPI-2 taskbook, allowing the development of new groups of tasks in parallel
MPI programming. The development of new groups of tasks can be a useful
type of educational tasks of increased complexity, which can be offered to stu-
dents, including as part of coursework and graduation projects.

The fourth, additional section provides a general description of the PT for
MPI-2 taskbook. It also provides information about the series of similar training
tasks presented in the second section of the book. This information may be use-
ful in compiling various sets of individual tasks. As an example, this section
presents 24 variants of individual tasks that cover all the topics covered in the
textbook.

The index included in the textbook, which contains constants, types, and
functions of the MPI interface, allows it to be used as a reference for MPI tech-
nology of the 1.1 and 2.x standards.

The textbook is a substantially revised and expanded version of the book
[1]. It examines the capabilities of the MPI -1 standard in more detail and covers
new topics—the new capabilities of the MPI-2 standard and parallel matrix algo-
rithms. 150 new problems have been added to the 100 given in the book [1]; and
some previous problems have been provided with new wordings. A large num-
ber of new features have also appeared in the electronic problem book PT for
MPI-2, which replaced the PT for MPI taskbook used in [1].

You can get more information about the PT for MPI-2 taskbook and down-
load its distribution from the website of the universal electronic programming
taskbook Programming Taskbook http:/ptaskbook.com/.



1. MPI technology: description and examples of use

1.1. Introduction to MPI technology

1.1.1. MPI technology and its study with the help of the electronic
problem book PT for MPI-2

MPI technology (Message Passing Interface) provides means for transfer-
ring information between different processes of a parallel application. The first
version of the MPI standard (MPI-1) was developed in 1993-1995 [11]; already
in 1997 the second version (MPI-2) appeared. supplemented with a large num-
ber of new features [12]. The MPI-2 standard was subsequently revised in 2008
and 2009, and in 2012 the MPI 3.0 standard was released. Currently, the most
common version of MPI is 1.1, but an increasing number of implementations are
beginning to support the capabilities of the MPI standard-2.

MPI standard is defined for two languages: Fortran and C (the C variant
can be used without any changes in C++ programs). There are MPI implementa-
tions for other languages (for example, Python and C #), but usually parallel
programs using MPI technology are developed in C /C++ and Fortran.

In order to achieve maximum efficiency, parallel programs should be ex-
ecuted on supercomputers or computing clusters that allow for efficient distribu-
tion of the launched processes across the supercomputer processors or cluster
nodes. However, to study the capabilities of MPI technology, it is quite suffi-
cient to use a local computer, launching all the processes of a parallel applica-
tion on it. In such a situation, one should not expect a significant gain in the
speed of parallel algorithms, but with the help of such educational programs one
can become familiar with the mechanisms of MPI and try them out in action.
For this purpose, the author of this textbook has developed an electronic prob-
lem book on parallel programming Programming Taskbook for MPI-2 (PT
for MPI-2). Detailed description of the PT for MPI-2 taskbook is contained in
Section 4.1,

PT for MPI-2 taskbook allows developing parallel programs in C++ using
MPI technology for C. Additional capabilities of the C++ language are used
mainly for more convenient organization of input-output (using streams and ite-
rators—see Section 4.1.2), although in some situations other C++ tools are also
useful, for example template functions (see tasks MP12Send22—MP12Send?25 in
Section 2.2.1). Since the PT for MPI-2 taskbook is a specialized extension for
the universal programming problem book Programming Taskbook, it can be
used together with all programming environments for the C++ language that the
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basic taskbook supports. For version 4.17 of the basic Programming Taskbook,
starting from which you can use the PT MPI-2 extension, environments Micro-
soft Visual Studio (version 2008 and above) and Code::Blocks (version 13 and
above) are available.

Thus, in order to be able to solve training tasks on parallel programming
using the PT for MPI-2 taskbook, you must first install one of the specified pro-
gramming environments.

However, to run parallel programs developed on the basis of MPI technol-
ogy, the presence of a programming environment (even with additional MPI li-
braries) is not enough. A system is needed that allows you to run parallel pro-
gram processes and provides message exchange between them. One of the popu-
lar freely distributed MPI support systems is the MPICH system, developed at
the Argonne National Laboratory in the USA. The PT for MPI-2 taskbook can
be used in conjunction with two versions of this system for Windows:

e MPICH 1.2.5 (ftp://ftp.mcs.anl.gov/pub/mpi/nt/mpich.nt.1.2.5.exe), supports the

MPI 1.2 standard,;

e MPICH 2 1.3 (http://www.mpich.org/static/downloads/1.3/mpich2-1.3-win-ia32.msi),

supports the MPI 2.1 standard.

When using the MPICH 1.2.5 system, you can only perform those tasks
that are intended for studying the MPI tools of the 1.1 standard. The MPICH2
1.3 system allows you to perform all the tasks included in the PT for MPI-2
taskbook.

Note: To install MPICH 1.2.5, simply run the installation file and follow its
instructions. The system is installed by default in the MPICH subdirectory
of the Program Files directory for 32-bit programs: c:\Program Files (x86).

To install the MPICH2 system correctly, you must run the installation file
mpich2-1.3-win-ia32.msi with administrator rights. If the corresponding
pop-up menu item for this file is missing, you can, for example, run the
command line with administrator rights (Start | All Programs | Standard |
Command Line, use the Run as administrator command from the pop-up
menu of this program), and run the installation file mpich2-1.3-win-
1a32.msi in this command line. If you have the FAR file manager on your
computer, it is more convenient to run this program with administrator
rights and run the installation file in it. If you do not use administrator
rights when installing the MPICH2 system, the installation will proceed
normally, however, when you try to run a parallel application using the
mpiexec.exe program, the message "Unknown option: -d" will be dis-
played, caused by the fact that the system will not be able to start the
smpd.exe process manager, which is part of MPICH2. By default, the
MPICH2 system is installed in the MPICH2 subdirectory of the Program
Files directory for 32-bit programs.




Sometimes a situation arises when the Windows system starts blocking the
call of MPICH2 system components that ensure the launch of programs in
parallel mode. In this case, it is usually sufficient to reinstall the MPICH2
system by running the installation program and selecting the Repair
MPICH2 option in it. Some types of antivirus applications may also try to
block the execution of parallel programs, considering them suspicious.
After the programming environment for C++ and the MPICH system are
installed, the basic version of the electronic problem book Programming Task-
book version not lower than 4.17 and electronic taskbook PT for MPI-2 should
be installed (in the order specified). Installation programs for these problem
books can be downloaded from the website of the electronic problem book
ptaskbook.com (either in the section "Download™ or on the main pages of the sec-
tions "Main" and "PT for MPI1-2"). The main page of the section "PT for MPI-2"
also contains links for downloading distributions of both versions of the MPICH
system supported by the PT for MPI-2 taskbook.

After installing the PT for MPI-2 taskbook, the PT4Setup program window
will appear on the screen, listing all programming environments in which the
taskbook can be used. In this window, those versions of the MPICH system that
are found on the computer will additionally appear (Fig. 1).

If there are two versions of MPICH, one will be active and the other (with a
gray checkbox) will be temporarily disabled. To activate the other version of
MPICH, click on its gray checkbox.

After installing all the specified programs, you can start solving tasks from
the PT for MPI-2 taskbook.

Throughout the textbook, we will assume that the Microsoft Visual Studio
2017 environment is used when solving tasks, and MPICH2 1.3 is selected as
the active version of the MPICH system.

% PT4 Setup - Pernctpauma v HacTpo#ka 3agaunmeka PT4 \E\ [=] @

HacTpoika 3agavyHuka 4ng pasnuyHbix cpen

[@veici213 |
MPICH 1.2.5 WMcnonHaemelil gain:
v| Microsoft Visual C++ 2017
v| Microsoft Visual C++ 2015 E C:\Program Files (x86)\MPICH2\bin\mpiexec exe
v| Microsoft Visual C++ 2008
v | CodeBlocks (C++) 0B30p [F8]
¥ | Microsoft Visual C# 2017
Microsoft Visual C# 2015 Q
v | Microsoft Visual C# 2008
Microsoft Visual Basic \NET 2015
Microsoft Visual Basic .NET 2008 BHm3 [F6]
v| Free Pascal Lazarus
¥|Wing IDE Personal (Python 3) He Mcnone30BaTe 3afaqyHuK ANA AaHHOH cpegel [FT] ‘
v| Wing IDE 101 (Python 3) a
v | NetReans 7 (laval

3aa4YHuK HACTPOEH ANA MCMONb30BAHUA COBMECTHO € cHcTEMOR MPICH2 1.3,

PT4.18 Beb-cailT: ptaskbook com

Hasan [F3 F4 B
Copyright © M_3_AGpamsH_1998-2018 < Hasan [F3] Ranee [F4] > 2

Fig. 1PT4Setup program window with a list of found IDEs
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1.1.2. Basic concepts of MPI programming

We will begin our introduction to parallel programming by examining the
following simple task from the initial group MPI1Proc (see Section 2.1). This
will allow us not only to become familiar with the basic concepts of parallel
programming based on message passing, but also to study the capabilities of the
electronic taskbook related to data input and output, as well as debug output.

MPI1Proc2. Input an integer A in each process of the MPI_COMM_WORLD
communicator and output doubled value of A. Also output the total number of
processes in the master process (that is, a rank-zero process). For data input
and output use the input-output stream pt. In the master process, duplicate the
data output in the debug section by displaying on separate lines the doubled
value of A and the total number of processes (use two calls of the ShowLine
function, which is defined in the taskbook along with the Show function).

First of all, let us clarify the basic terms of parallel MPI programming.
When a program is executed in parallel, several instances of the program are
launched. Each launched instance is a separate process that can interact with
other processes by exchanging messages. MPI functions provide a variety of
means for implementing such interaction.

To identify each process in a process group, the concept of rank is used.
The rank of a process is the ordinal number of the process in the process group,
counted from zero (thus, the first process has rank 0, and the last process has
rank K — 1, where K is the number of processes in the group). In this case, a
process group may include only a part of all running processes of the parallel
application. Note that in task formulations, the letter K is usually used to denote
the number of processes.

A special entity of the MPI library, called a communicator, is associated
with a group of processes. Any interaction between processes is possible only
within a particular communicator. The standard communicator, which contains
all processes launched during parallel execution of a program, has the name
MPI_COMM_WORLD. The constant MPI_COMM_NULL corresponds to an “empty”
communicator, which cannot be used to send messages. Each process also has a
communicator MPI_COMM_SELF, which is associated only with this process. A
communicator can be interpreted as a channel connecting processes included in
a certain group. It is often convenient to organize additional channels that, for
example, do not contain all processes or in which the order of their sequence is
changed. In this situation, new communicators are created, information about
which is stored in descriptor variables of the MPI_Comm type. Working with
communicators is discussed in MPI5Comm and MPI8Inter task groups (see also
1.2.7-1.2.9, 1.3.1 and 1.3.7). The tasks of the initial four groups always use the
standard communicator MPI_COMM_WORLD.

A process of rank 0 is often called the master process, and the remaining
processes are slave processes. Typically, the master process plays a special role
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with respect to slave processes, passing its data to them or receiving data from
all (or some) slave processes. In the MPI1Proc2 task under consideration, all
processes must perform the same action—read one integer and output its double
value, and the master process, in addition, must perform an additional action—
output the number of all running processes (in other words, the number of all
processes included in the communicator MPI_COMM_WORLD). Note that in this
simple task, the processes do not need to exchange messages with each other (all
tasks of the MPI1Proc group are like this).

1.1.3. Creating a template for a parallel program

The process of completing a task using the PT for MPI-2 taskbook starts
with creating a project template for the selected task. All necessary libraries (as-
sociated with the taskbook and with the selected MPICH system) will already be
connected to this project; in addition, the main file of this project will contain
code fragments necessary for the execution of any parallel program.

The PT4Load program, which is part of the taskbook, is designed to create
a template. The easiest way to call this program is with the Load.Ink shortcut,
which is automatically created in the working directory (by default, the working
directory is called PT4Work and is located on the C drive). After starting the pro-
gram, its window will appear on the screen (Fig. 2).

) PT4 Load [Microsoft Visual C++ 2017] ol B

S—— MBI e
KaTtanor: CAPTAWork Fo | OTMEHA

VBaHoB MeTp

Mpynnel 3aganwii: Begin, Integer, Boolean, If, Case, For, While, Series, Proc,
Minmax, Array, Matrix, String, File, Text, Param, Recur, Dynamic, Tree,
MPIProc, MPI2Send. MPI3Coll, MPI4Type. MPISComm, MPIGFile, MPITWin,
MPIBInter, MPISMatr, MPIDebug.

BeeaMTe MMA rpynnbl 3a0aHnii.

Fig. 2. Window of the PT4Load program

This is what the window looks like if the current IDE is Microsoft Visual
Studio 2017 for C++. To change the current environment, simply right-click in

the window (or press the button ﬂ or key [Shift]+[F10]) and select a new en-

vironment from the pop-up menu that appears (for example, Code::Blocks
(C++)); the name of the selected environment will appear in the window title.

The pop-up menu is shown in Fig. 3. In addition to the list of available en-
vironments, the pop-up menu contains a list of available MPICH systems (indi-
cating the selected one). Also it allows you to select the interface language (Rus-
sian or English), and perform a number of additional actions to configure the
working directory.
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You should check for task groups that start with the MPI prefix (MPI1Proc,
etc.). They will appear in the list only after installing the PT for MP1-2 taskbook
and only if the C++ language environment is selected as the current IDE.

] PT4 Load [Microsoft Visual C++ 2017] == o] @}
° : ]
3anaHue: || ﬂﬂ - I:l Mfcrosoﬂ stual C++ 2017
Microsoft Visual C++ 2015
Katanor: [CPT4Work sl OTMeHa Microsoft Visual C++ 2008
VIBAHOB |'|e'|'p Code:Blocks (C++)
Microsoft Visual C# 2017
Mpynnel 3agannid: Begin, Integer, Boolean, If, Case, For, While, Series, Proc, i o m
Minmazx, Array, Matrix, String, File, Text, Param, Recur, Dynamic, Tree, Microsoft Visual C# 2008
MPIProc, MPI2Send, MPI3Coll, MPI4Type, MPISComm, MPIGFile, MPI7Win, Free Pascal Lazarus
MP|8|I"ITEI" MP|9ME"‘ MP|DEbUg_ Wing IDE Personal (Py'thon 3)
BBEAWTE MMA TPYNNkl 330aHHIA. Wing IDE 101 (Python 3)

MNetBeans 7 (Java)

NetBeans 7 (Ruby)

IDLE (Python 3)

Microsoft Visual Basic .NET 2017

MPICH 1.2.5
© MPICH2 1.3

English interface
© Russian interface

M3menuTb aaHHbIe B Gaine pesynbTaTos
MoaknouMTs dain BapraHTos
HacTpowuTe Katanor 06HOBAEHMA

Fig. 3. PT4Load window with expanded pop-up menu

Let us select the required IDE, and then enter the text MPI1Proc2 in the Task
field (it is not necessary to enter the full name of the group; it is enough to enter
the text MPI1, which uniquely identifies the group, then press the space bar and
specify the task number 2). As a result, the Load button will become available;
in addition, a brief description of the selected group and the number of tasks in-
cluded in it will be given at the bottom of the window (Fig. 4).

%l PT4 Load [Microsoft Visual C++ 2017) o] B[S

JapaHue: |MPI1Pr0c2| ﬂﬂ 3
KaTanor:  |C\PT4Work i OTMEHa

VBaHoB MNeTp

Mpynna MPI1Proc: npoueccel 1 Mx paHmi.
KonwyecTao aagaqwi- 10

BBEAMTE HOMED 38JaHMA W HEKMWUTE KHONKY "3arpy3ka” unu [Enter].

Fig. 4. The PT4Load window after entering the task name

Pressing the Load button or the [Enter] key, we will create a template for
the specified task, which will be immediately loaded into the selected IDE.
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The project created for the C++ language always has the name ptprj; this al-
lows, in particular, to significantly reduce the number of files created in the
working directory when performing various tasks. It includes a number of files,
the main one of which is the cpp file, the name of which coincides with the
name of the task being performed (in our case, MPI1Proc2.cpp). This file is auto-
matically loaded into the IDE code editor; it is in this file that you must enter the
solution of the task. Let us give the text of file MPI1Proc2.cpp:

#include "pt4.h"
#include "mpi.h"
void Solve()
{
Task("MPI1Proc2");
int flag;
MPI Initialized(&flag);
if (flag == 0)
return;
int rank, size;
MPI Comm_size(MPI COMM_WORLD, &size);
MPI_Comm_rank(MPI_COMM_WORLD, &rank);

}

At the beginning of the program, there are directives for connecting aux-
iliary header files ptd.h and mpi.h. Then there is the Solve function, which should
contain the solution to the task.

When analyzing the MP11Proc2.cpp file, a natural question arises: where is
the "start" function of the application (usually named main or WinMain)? This
function is located in another file of the project, since its contents do not require
editing. In it, the initialization of the taskbook is performed, after which the Solve
function is called with the solution. Then, if necessary, exceptions that may arise
during the execution of the Solve function are caught, and at the end, final actions
related to the analysis of the obtained solution are performed.

The program template for parallel programming tasks contains additional
statements that are not present in the templates for "non-parallel” tasks. These
statements must be used in almost any parallel MPI program, so that the student
does not have to type them anew each time, they are automatically added to the
program when it is created.

Let us discuss the contents of the Solve function in more detail. Its first
statement is the call statement for the Task function, which initializes the re-
quired task (see Section 4.1.2). This operator is present in the template programs
for all tasks, including those not related to parallel programming. The Task func-
tion is implemented in the core of the Programming Taskbook (dynamic library)
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and is available in the program due to the header file pt4.h connected to it. In ad-
dition to the header file pt4.h, the working directory must contain the file pt4.cpp,
which contains definitions of the functions declared in the file pt4.h (all these
files are automatically added to the working directory when creating a template
project).

The remaining operators of the Solve function are associated with the MPI
library. In Section 1.1.1, it was noted that the taskbook uses the MPI library,
which is part of the MPICH system, a widely used free software implementation
of the MPI standard for various operating systems, including Windows. The
functions and constants of the MPI library are available to the program due to
the header file mpi.h connected to it. The implementation of the functions from
the mpi.h file is contained in the object file mpich.lib , which must be connected to
any project in C/C++ languages that uses the MPI library. However, in our case,
this connection has already been made during the creation of the template
project, so no additional actions related to this connection are required.

Note 1. The lib object file for the MPICH2 1.3 system is contained in the
MPICH2\lib subdirectory and has the name mpi.lib , but the taskbook uses the
name mpich.lib for this library, which coincides with the name of the similar
library for the MPICH 1.2.5 version. This allows you to specify the same
settings for projects regardless of which version of the MPICH system
should be used (the version of the mpich.lib library that is contained in the
working directory is always linked to the project).

Note 2. To connect an additional lib file to the project in the Visual Studio,
you need to call the project properties window (Project < project name >
Properties... command), go to the Configuration Properties | Linker |
Input section in this window and specify the name of the required file in
the Additional Dependencies input field, for instance, mpich.lib; (with a
trailing semicolon).

Similar actions need to be performed in the Code::Blocks environment: ex-
ecute the Project | Build options... command; in the window that appeatrs,
go to the Linker settings tab and specify the required library in the Link
libraries section.

The MPI_lInitialized(int * flag) function call allows us to determine whether the
parallel mode is initialized for the program or not. If the mode is initialized, the
output parameter flag takes a value different from zero; otherwise, the flag para-
meter is assumed to be zero. It should be noted that the parallel mode is initia-
lized by the MPI_Init function (see note 3), which is missing in the given code.
This is because the taskbook itself is responsible for the initialization, and it is
performed before the program proceeds to executing the code contained in the
Solve function. However, such initialization is not always performed by the task-
book. For example, if the program is launched in demo mode (for this, it is suffi-
cient to supplement the task name with the “?” symbol when calling the Task

13
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function, for example, Task(“MPI1Proc2?”)), the taskbook does not initialize the pa-
rallel mode. In this situation, calling MPI functions (other than MPI_Initialized) in
the Solve function may lead to incorrect program working. The call to the
MPI_lInitialized function and the conditional statement that follows it are intended
to "skip" all other statements of the Solve function during program execution if
the program is not running in parallel mode.

Note 3. The MPI_Init function has two parameters: (int * argc, char *** argv); the
first parameter specifies the number of command line parameters, and the second
contains these parameters themselves as an array of type char*. The parame-
ters are passed by reference; this is due to the fact that the MPI standard
provides for the possibility of implementing this function in such a way
that the parameters are passed not from the parallel program to the MPI en-
vironment, but vice versa: from the MPI environment to the parallel pro-
gram. Note also that the MPI_Init function must be called by all processes of
the parallel application.

The last two program statements allow us to define two characteristics ne-
cessary for the normal working of any process of any parallel program: the total
number of processes (function MPI_Comm_size(MPI_Comm comm, int * size)) and the
rank of the current process (function MPI_Comm_rank(MPI_Comm comm, int * rank)).
The current process is the one that called this function. The required characteris-
tic is returned in the second parameter of the corresponding function (which is a
pointer); the first parameter is the comm communicator, which specifies the
group of processes. If the current process is not included in the comm communi-
cator, then the value MPI_UNDEFINED is returned in the rank parameter. By calling
these functions, we can immediately use the size (the total number of processes
in the MPI_COMM_WORLD communicator) and rank values in our program (the
rank value must be in the range from 0 to size - 1).

Note 4. Any MPI function returns information about the success of its ex-
ecution. In particular, upon successful completion, the function returns the
value MPI_SUCCESS . However, as a rule, the return values of MPI functions
are not analyzed, and errors that occur are processed by a special error
handler. When solving tasks on parallel programming using the PT for
MPI-2 taskbook, a special error handler is used, which is defined in the
taskbook and provides output of information about errors in a special sec-
tion of the taskbook window, namely, the debug section (see Section 4.1.3).
Some MPI capabilities related to error handling are discussed in
MPI5Comm23-24 tasks; a more detailed description of the MPI facilities
related to error handling is given, for example, in [8, Chapter 8] and [10,
Chapter 11].

Note 5. The MPI library also provides the MPI_Finalize() function without pa-
rameters, which finishes the parallel part of the program (after calling this
function, other functions of the MPI library cannot be used). However, in
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the part of the program that is developed by the student, this function can-
not be called, since after executing this part of the program, the taskbook
must "collect” all the results obtained in the slave processes (in order to
analyze them and display them in the window of the master process), and
for this purpose, the program must be in parallel mode. Therefore, the task-
book takes on the responsibility not only to initialize the parallel mode (by
calling the MPI_Init function at the beginning of the program execution), but
also to terminate it (by calling the MPI_Finalize function at the end of the
program).

As noted above, the MPI_Initialized function returns a non-zero flag if the
MPI_Init function was called in the program. However, calling the
MPI_Finalize function does not affect the result of the MPI_Initialized function.
The ability to check whether the MPI_Finalize function was called was im-
plemented only in the MPI-2 standard. It added the MPI_Finalized(int * flag)
function, which returns a non-zero value for the flag parameter if the pro-
gram has already called the MPI_Finalize function.

1.1.4. Running a program in parallel mode

Now let us find out how this project can be launched in parallel mode.
When compiling and launching any program from the integrated environment
(even with the MPI library connected), it will be launched in a single copy. It
will also be launched in a single copy if we exit the integrated environment and
launch the compiled exe file of this program.

To run a program in parallel mode, a control program (host application) is
required, which, firstly, ensures that the required number of instances of the
original program are launched and, secondly, intercepts messages sent by these
instances (processes) and forwards them to their destination.

In Section 1.1.1, it was already noted that instances of "real™ parallel pro-
grams are usually launched on different computers connected in a network
(computer cluster), or on supercomputers equipped with a large number of pro-
cessors. It is in the situation where each process is executed on its own processor
that the maximum efficiency of parallel programs is ensured. Of course, to
check the correctness of our learning programs, it is enough to launch all their
instances on one local computer. However, the control program is necessary in
this case too.

As a control program for parallel programs, the PT for MPI-2 taskbook
uses an application included in the MPICH system. In MPICH 1.2.5, it is named
MPIRun.exe (and is contained in the MPICH\mpd\bin directory), in MPICH2 1.3, it is
named mpiexec.exe (and is contained in the MPICH2\bin directory). To run an ex-
ecutable file in parallel mode, it is sufficient to run the corresponding control
program (MPIRun.exe or mpiexec.exe), passing it the full file name, the required
number of processes, and some additional parameters. Since such runs will have
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to be performed repeatedly during program testing, it is advisable to create a
batch file (a file with the .bat extension) containing a call to the control program
with all the necessary parameters. However, even in this case, the process of
testing a parallel program will not be very convenient: each time after making
the necessary corrections to the program, it will have to be recompiled, after
which, leaving the IDE, the batch file will have to be run. After analyzing the
results of the program's work, you will need to return to the IDE to make further
changes to it, then compile it again and run the batch file, etc.

Note 1. Microsoft Visual Studio provides a mechanism that simplifies test-
ing programs that require a control program to run. In the project settings
(menu command Project | < project name > Properties...) in the Debug-
ging section, you can specify this control program in the Command field:;
in our case, it will be MPIRun.exe or mpiexec.exe. The program launch
parameters are specified in the Command Arguments field; the parame-
ters required in our case are described further in this section.

After making such settings, launching the application under development
will lead to launching the control program. Thus, there is no need to launch
a separate batch file. However, in this case, it will be necessary to add a
fragment to the program that ensures its suspension at the end of execution,
since without it, the control program window will be immediately closed,
and it will not be possible to view the results obtained. It should also be
noted that in many IDEs (in particular, in Code::Blocks), the control pro-
gram can only be specified when testing libraries, so when using such en-
vironments, it will not be possible to do without auxiliary batch files to
launch the program under test.

To ensure that actions to launch a parallel program do not distract from
solving the task, the PT for MPI-2 taskbook performs them itself. Let us demon-
strate this by means of the example of our project for solving the MPI1Proc2
task, which is already ready to run. Press the [F5] key in the Visual Studio; as a
result, the program will be compiled and, if the compilation is successfully com-
pleted, the program will be launched. Since we have not made any changes to
the template, the compilation should be completed successfully. When the pro-
gram is launched, a console window similar to the one shown in Fig. 5 will ap-
pear on the screen.

After a few lines of informational message, this window displays a com-
mand line that runs the ptprj.exe program in parallel mode under the control of
mpiexec. exe:

C:\PT4Work>"C:\Program Files (x86)\MPICHZ\bin\mpiexec.exe"

-nopopup_debug -Tocalonly 5 "C:\PT4Work\ptprj.exe"
The number "5" specified before the full name of the exe file

(C:\PT4work\ptprj.exe) means that the corresponding process will be launched in
five copies. The -nopopup_debug parameter disables the output of error messages
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In a separate window (since these messages will eventually be displayed in the
taskbook window), the -localonly parameter ensures that all instances of the
process are launched on the local computer.

B C\Windows\system32\cmd.exe EI@

Mporpamma 3anyweHa B NApa/IeNbHOM PeXUME. P
B cnyuyae 3aBWCAHWA MPOrPaMMbl_ HAKMUTE
Heckonbko paz Ctr1+C wnu Ctrl+Break. =

Bpema OXMAAHWMA OTKAWKA OT NMOAYMHEHHBIX NPOUECCOE paEHo 3*K cekywa,
rae K - uMCno Npoueccoe. [AA WIMEHEHWA EPEMEHM OXMAAHMA

m pna pobaenedns k bat-bdanny komangs pause

MCMONL3YMTE KOMAHAM W3 KOHTEKCTHOrO MEH OKHA 33aAauHWKa.

C:\PT4Work>"C:\Program Files (x86)\MPICHZ2\bin\mpiexec.exe" -nopopup_debug -Tocal
only 5 "C:\PT4Work\ptprj.exe"

-

Fig. 5. Window with information about running the program in parallel mode

Immediately after the console window appears, if the parallel program
named ptprj.exe has not been launched before, another window may appear on the
screen (Fig. 6), in which you should select the Allow access option.

ﬁ Onoeewexre cncteMbl BesonacHoct Windows @

@ bpanamaysp Windows 3abnokupoBan HekoTopble

BO3MOXHOCTH 3TON nporpamMmsi

Epanamaysp Windows zabnokupoean HekoTopkle gyHKuum Process launcher for MPICH2
applications Bo BCex 0BLUECTBEHHLIX H YECTHEIX CETAX.

@ Wng: Process launcher for MPICH2 applications
Vagarens: Argonne National Lab
MyTe: C:\program files (x86)\mpich2\bin\mpiexec.exe

Paspewnts Process launcher for MPICH2 applications cease B 3Tux ceTax:

|| YacTHele cetw, Hanpumep, aoMawHAR wak pabovan ceTe

[| Ofiwecraennsle ceTn, Hanpumep, 8 asponapTax u kade (He pexomexayeTes,
NOCKONEKY TakHe CeTH 3a4aCTYH 3aLUMLLEHLI HEAOCTATOUHO HAM HE 33LLUMLLEHE! BOBCE)

ONacHoCTH NPONYCKa NporpaMMbl Yepes BpanaMaysp

[ PazpewnTs gocryn ] l OTmeHa ]

Fig. 6. Window with a request to block a running parallel program

Finally, the taskbook window will appear on the screen (Fig. 7). This win-
dow is no different from the window that appears when executing a usual, "non-
parallel” program. However, in this case, the information that none of the input-
output operations were performed applies to all processes launched in parallel
mode.

To complete the program, you must, as usual, close the taskbook window
(for example, by clicking the Exit (Esc) button or pressing the [Esc] key). After
closing the taskbook window, the console window will immediately close too,
and we will return to the IDE from which our program was launched.
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Thus, having compiled and launched the program from the IDE, we able to
immediately ensure its execution in parallel mode. This happens due to a rather
complicated mechanism that is implemented in the core of the Programming
Taskbook. In order to successfully solve the training tasks, a detailed under-
standing of this mechanism is not required, so we will only give a brief descrip-
tion of it here (details are given in Section 3.1).

@ Programming Taskbook - InekTpoHHbIA 3aaauHKMK NO NporpamMmMpoBanuio [C++] @
NMPOLIECCHI W X PAHTU PesyneTathl (F2)  LseT (F3) Pexum (F4)
3apanne: MPI1Proc2® BeINonHAET: ViBaHOB MNeTp

O3HAKOMHTENBHBIR 3amyck:

Beixoa (Esc) ‘

He BLINONHEHA HU O4HA W3 ONepauuil BBOAa-BbIBOAA.

Beog: 0M3 5 BuiBoa: 0 M3 6 TecTsl: 1 M3 5
—

B Ka®OOM M3 INPOLUECCOB, BXOOANMX B KOMMyHMKRATOp MPI COMM WORLD,
NpoYecTh OOHO LEeJloe 4YMUCJI0 A M BHBECTHM £©I'0 YOBOSHHOE SHAYEHUE.
KpoMme ToTo, IONA DAaBHOTC NOpolecca (npollecca paHra 0)

BHIEECTH KOIMYECTBO IPOLEeCcCOB, BXOOANMX B KOMMYyHMRaTOD MPI_COMM_WORLD.
Ina BBOIA M BHBOIOA JIaHHHX MCIONbB30BATh [IOTOK BECOIAa-BHBOINa pt.

B I'IaBHOM NpPOLECCE NpoOdyDIMpOBATH BHBOJX MOaHHHX B pPAaSOSJE OTIAOKM,
oToBpasMBE Ha OTOeNbHHX CTDOKAaX YOBOEHHOEe SHadYeHMe A M KOJIMYECTEO
NpoLecCoB (MCNONBS0BATE OB2 BHSOBa OYyHRUMM Showline, onpemeneHHO
E SaljadHMKEe Hap4anoy ¢ OyHRUMel Show) .

MCXoOOHEE IOaHHLE

Ipouecc 0: L = 38
Mpouecc 1: L = 33
lpouecc 2: L = 20
lIpouecc 3: L = 20
Npouecc 4: L = 43
Cogep®EMMOoe pashella OTIHaIKM IONEHO OHTE CJeIyDIIMM:
al 1> 76
o] 2= 5
[IpMMep BepHOTO pelleHMA
Ipouecc 0: 76 5
Ipouecc 1l: €6
pouecc 2: 40
Ipouecc 3: 40
pouecc 4: B6

Fig. 7. Introductory run of MPI task 1 Proc 2

"In fact," the program launched from the IDE does not try to solve the task
and is executed in the usual, "non-parallel” mode. Having discovered that the
task belongs to the group of parallel tasks, it only creates a batch file $pt_run$.bat,
writes comment lines and a command line to it that calls the program mpiexec.exe
with the necessary parameters, and then it launches this batch file for execution
and goes into the mode of waiting for the completion of the batch file. The pro-
gram mpiexec.exe launched by the batch file, in turn, launches the required num-
ber of program instances (processes) in parallel mode, and these processes ac-
tually try to solve the task. In particular, the taskbook offers each process its set
of initial data and expects a set of results from it.

Because, in out program, no input/output operation was specified in any
process, this launch of the parallel program is considered as acquaintance one,
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and the corresponding message is shown in the information section of the task-
book window. Note that this window is displayed by the main process of the pa-
rallel program, while all slave processes (as well as the first instance of the pro-
gram that created and launched the batch file) work in "invisible" mode.

When the task window is closed, all processes of the parallel program are
terminated, after which the batch file is terminated too, and finally, having dis-
covered that the batch file has successfully completed its work, the instance of
our program that was launched from the IDE also terminates its work.

Note 2. The "starting" copy of the program performs one more action: it
automatically unloads all parallel program processes from memory if they
"hang" as a result of incorrect programming. If, during the execution of a
parallel program, the taskbook window does not appear within 20-30
seconds, this usually means that the program has hung (sometimes a pro-
gram hangs after closing the taskbook window; in this case, the console
window does not close immediately, i. e., the batch file does not complete
its work). In any of these situations, you must close the console window by
following the instructions given in it, namely, by pressing the key combina-
tion [Ctrl]+[C] or [Ctrl]+[Break] several times (or simply by clicking the
close button “X” on the console window header). If the starting copy of the
program detects that the batch file has completed its work, and hung paral-
lel program processes remain in memory, it will automatically unload all
these processes from memory. Note that while hung processes remain in
memory, they do not allow you to change the executable file of the pro-
gram (in particular, replace the executable file with a new compiled ver-
sion). In such a situation, it is necessary to call the Windows Task Manager
(using the combination [Crtl]+[Alt]+[Del]) and manually terminate the ex-
ecution of all hung processes in the Processes tab. The automatic unload-
ing of hung processes performed by the starting copy of the program saves
the student from having to perform such actions.

Note 3. Sometimes only some of the slave processes of a parallel applica-
tion hang. In this case, the master process usually displays its window and
reports which slave processes are hanging (and also displays the results
from those slave processes that are not hanging). This information can be
useful when troubleshooting errors.

The master process considers a slave process to be hung if it does not re-
ceive a response from it within a certain period of time (proportional to the
number of processes). By default, the interval is 3 * K seconds, where K is
the number of processes (this is reported in the comment that is displayed
in the console window). In some very rare cases, when executing tasks on
low-performance computers, a situation may arise when some slave
processes do not have time to complete their part of the work within the al-
lotted waiting time, and the master process considers them to be hung, al-
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though the solution to the problem is correct. In such cases, you can in-
crease the waiting time using the y command in the pop-up menu of the
taskbook window Increase the waiting time for a response from slave
processes (the menu also contains the command Decrease the waiting
time for a response from slave processes).

1.1.5. Executing MPI1Proc2 task

Let us return to our task. Now that we have become familiar with the me-
chanism of the program's operation in parallel mode, solving this simple task
will not be a problem for us.

Let us start with the input data. By task condition, one integer is given in
each process. Let us go to the empty line located below the call of the
MPI_Comm_rank function. If this section of code is reached during the execution
of the program, it means that the program was launched as one of the processes
of the parallel application (otherwise, the return statement specified in the condi-
tional statement would have been executed). Thus, in this place of the program,
you can input an element of the initial data, having previously described it (here
and below, we will only provide the contents of the Solve function):

Task("MPI1Proc2");

int flag;

MPI Initialized(&flag);

if (flag == 0)

return;

int rank, size;

MPI _Comm_size(MPI COMM _WORLD, &size);

MPI Comm_rank(MPI_COMM_WORLD, &rank);

int n;

pt >> n;

The added operators are highlighted in bold. To input the initial data, we
used a special input stream pt , defined in the taskbook (see Section 4.1.2). This
stream allows you to input data of any scalar types, in particular, int, double and
char* (note that in the tasks included in the PT for MPI-2 taskbook, only data of
these types are used). Having launched the new version of the program, we will
see the taskbook window on the screen (Fig. 8).

The taskbook has detected that the input data has been completed, and thus
the program has started solving the task. However, no resulting data element has
been output. Strictly speaking, this indicates an erroneous solution, but the first
step towards the correct solution has been taken: all the initial data has been in-
put correctly. In such a situation, the taskbook displays the message on a light
blue background "Correct data input: all required data are input, no data are
output.”
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TT| Programming Taskbook - S1eKTPOHHbIA 334aUHMK N0 NPOrPaMMMPOBaHHUio [C++] @
NMPOLIECCHI 1 WX PAHI A Pesynetatel (F2)  LiBeT (F3) Pesxum (F4)
3apaHne: MPI1Proc2® BeinonHAeT: WBaHoB MNeTp

3anyck ¢ NpasuNbHEIM BEOAOM AAHHbIX: B E
BCe TpebyeMble MCXDHbIE AaHHbIE BBEJEHbI, PE3YNLTATH! HE BhIBEAEHbI. Ezonl(E=e)

Beoa: 4 n3 4 M| BoiBog 0 m3 5 TecTbl: 1135

S —

B Ka®IOM M3 NPOIECcCOB, BXOOAMMY B KOMMYHMKaTop MPI COMM WORLD,
NIpo4YecTh OMOHO LEJIoe 4YMcio A M BHEECTHM 00 YOBOSHHOES SHadYeHME.
KpoMme ToTO, ONA DRABHODO HOpouecca (npouecca paura 0)

BEHIBECTH KOJMYECTBO NPOLIECCOB, BXOOAMMX B KOMMyHMKaTop MPI COMM WORLD.
LA BEOOA M BHEBOMOA MOAHHHX MCIONBSOBATE NOTOK BEONA-BHEOIA DPL.

B TJIABHOM MpPOLECCEe NPOOYSIMPOBATE BHBOJI HOAHHEX B pPAasSIOelle OTIAaIKK,
OTOOPASME Ha OTHENBHHX CTPOKAX YOBOSHHOE SHauUYeHMe B M KOJIMUECTBO
NpolecCcoB (MCHOONBS0OBATE JOBA BHSO0Ba OYHKUMM ShowLine, oNpemelleHHOMH
E SallayHMKE HapPALYy C OyHRUMeX Show) .

VMCXOMOHEE [OaHHHE
33
49

pouecc
pouecc
lIpouecc 32
lIpouecc 33
Comep®RMMOe pasIOelyia OTJIaOKM HONEHO OHTb CIeOYDINM:
ol 1> &6
ol 2> 4

e S S
| [ .

[T o I e

IpuMep BEPHOTO pEWEHMA
Mpouecc
Ipouecc
Ipouecc
Ipouecc

(s3I = I Y« a3}

[T S I e
o o= 00y

Fig. 8taskbook window with information about the correct input of the initial data

Note that the data input is performed in all processes of the parallel appli-
cation. Also note that the number of processes is different for each running of
the program. The number of processes changes for all runs of the program; this
allows us to test the solution for different numbers of processes.

Let us close the taskbook window and return to our program code. In each
process, we need to output the doubled value of the input number, so we'll add
the following statement to the end of the Solve function:

pt << 2 * n;

The same pt stream is used to output data when solving problems ; thus, this
stream is an input-output stream.

Running the new version will result in an error message (Fig. 9).

Now all the slave processes output the required results. In addition, the
doubled number has been output in the master process. This data is correct, as
can be verified by comparing the values output in the results section and those
shown in the section with the example of the correct solution.

However, the master process also needed to output the number of processes
included in the communicator, and this was not done. Therefore, the information
panel contains the message "Some data are not output. The error has occured in
the process 0", and the message is displayed on an orange background. Orange
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IS used to highlight errors related to the input or output of an insufficient amount
of data. When trying to input or output excess data, the information panel is hig-
hlighted in crimson; if errors occur related to the use of data of the wrong type,
the color of the panel becomes purple. The red background color is used for all
other errors.

TT| Programming Taskbook - 31eKTPOHHBIF 33AaUHNK MO NPOrPaMMUpPOBaHHio [C++] @
NMPOLIECCHI 1 WX PAHIM Pesynetatel (F2)  LseT (F3)  Pexum (F4)
3apaHune: MPI1Proc2® BeinonHAeT: MBaHos MeTp

BbiBefieHbl He BCE PE3yNbTHPYIOUNE AaHHbIE.

OwmoKka Npon3oLLIna B npouecce 0. e (=3
Beop 434 W BriBoq: 4 uz 5 W TecTwl: 1 M3 5

e ) —

B KamOoM M3 NpOLEeCCOB, BXOOANKMX B KOMMYHHMKATOD MPI_COMM_WORLD,
Npo4YecTh OOHO LUEJI0e YMCIJIO A M BHBECTHM £I'0 YIBOEHHOE SHAa4YeHUE.
KpoMme Toro, ONA DPAABHOTO Opolecca (Ipolecca padra 0)

BHEBECTHM KOJMMUYECTEO NPOLUECCOB, BXOOAMKMX B KOMMyHMKaTop MPI COMM WORLD.
Ina BBOOA M BHBOOA JIaHHHEX MCIONBS0BATH [IOTOK BBOOAa-BHBOINa pPt.

B rmaBHOM NOpollecce NpoIyOMMpOBATE BHBOJ OAaHHHX B paslielle OTIagRM,
oTofpasMBE Ha OTOEeNbHHX CTPOKAX YIOBOeHHOe SHadeHMe A M KOJIMYECTEO
IpOLEeCCOB (MCHNONBSOBATE IOBa BHTOBa OyHKUMM Showline, onpeIelIeHHON!

E SafgadHMKEe HApAOy C OyHRUMel Show).

VCXOMOHHE IOaHHEE

Ipouecc 0: L = 36
Ipouecc 1: L = 43
Ipouecc 2: A = 32
lIpouecc 3: L = 10
CogepEMMOe pasIela OTIHalIKM OOoNEHC OHTE CJeIyDINM:
0l 1= 72
o) 2> 4
Ipouecc 0: 72
Npouecc 1: B6
Ipouecc 2: 64
Ipouecc 3: 20
[[pMMep BepHOTO pelleHMA
Npouecc 0: 72 4
Ipouecc 1: B6
Npouecc 2: 64
Npouecc 3: 20

Fig. 9. Taskbook window with information about the error in the master process

The number of processes is stored in the variable size. Let us try to output
the value of this variable at the end of the Solve function:

pt << size;

The taskbook window will look like the one shown in Fig. 10.

We can verify that all the resulting data has been output. However, the so-
lution is still considered to be erroneous, since we have now attempted to output
superfluous data (namely the size value) in the slave processes. As noted above,
the color magenta is used to highlight errors related to an attempt to input or
output superfluous data.



MPI Technology: Description and Examples of Use

If errors are found in slave processes, the taskbook window displays an ad-
ditional debug section, which displays more detailed error information for each
slave process.

@ Programming Taskbook - 3nekTpoHHBIA 334a4HKMK NO NporpaMMUpoBaduni [C++] @
MNPOLECCHI 1 VX PAHIK Peaynetatel (F2) LiBet (F3) Pewum (F4)
3aganve: MPI1Proc2° BbinonuseT: MBaHos MNeTp

MoNbITKa BLIBECTHM NULLHWE PE3YNETHPYIOWWE AaHHEIE.

OlwmMGKka NPoK3oLLINa B NpoLieccax 1-2. BezoalE=s)

Beog: 3mzd W Brisog: 4 n3 4 M TecTwl: 1 M3 5

1

B Ka®OOM K3 NpPOLEeCcCcOB, BXONAMMX B KOMMyHMKaTop MPI_COMM WORLD,
NpoYecTh OOHO LEJOoEe YMCIO A M BHBECTHM €TI0 YIBOEHHOE SHaUYeHME.
KpoMme ToToO, QOJNA TAABHOTO npolecca (Npolecca paHra 0)

BEHIBECTM KOJMYECTBO NpPOIECCOB, BXOIOANMX B KOMMyHMKaTop MPI COMM WORLD.
I01a BBEOOa ¥ BHBOMOA IOAHHEX MCIONBS0OBAThH NOTOK BEONa-BHEOOA pt.

B DJAEBEHOM [pOlLEecce NPpoOyOIMPOBATE BHEON OAaHHHX B pPasIOelle OTJIAOKHM,
OoTOBPESME Ha OTIOSNBHEX CTPOKAaX YOBOSHHOE SHadYeHMe A M KOJNIMYECTEO
npolleccos (MCNollbSOBATE ABa BHSOBa OYHKIMKM Showline, onpelneneHHolt
E SagadHMKE HapPAOYy ¢ OyHRUMel Show) .

WcxoIHEEe IaHHHE
Mpouecc 0: iy 44
Mpouecc 1: Y 45
Mpouecc 2: L = 3¢
Cogep®EMMOe pasiela OTIagKM OONEHO OHTE Cle yDINM:
ol 1> &8
o] 2= 3

[IoNMy4YeHHEE DPESYJbTAaTH
lpouecc 0: 88 3
llpoluecc S0
pouecc 2: 72

[y

[I[pMMep BepHOTO pPENEeHMA
lpouecc 0: 88 3
llpoluecc 80
Mpouecc 2: 72

[y

0] 1> !'Ipr Hammamy omMboK B NOOYMHEHHHX OpOLECCax

0] 2> ! pemeHKMe IOJIA TJIABHODO [POLECCa HE NPOBEPAETCH.
1| 1> !lonuTka BHESCTH JIMIHKME peSyJbTHDYDIMEe TaHHHE .
1> !ToneTKa BHEBECTH JIMIIHKME DPE3yIbTHUDYRINE TaHHEE.

2]
.012

Fig. 10window with information about an attempt to output superfluous data

You can determine the process associated with a particular message dis-
played in the debug section by the number indicated on the left side of the line
(before the "|" symbol). All lines associated with a particular process are num-
bered independently; their numbers are indicated after the process number and
separated from the message text by the ">" symbol. To display only messages
associated with a particular process in the debug section, simply click the mark-
er with the number (rank) of this process (all markers are located on the lower
border of the window) or press the corresponding numeric key. To display
summary information on all processes, select the marker with the "*" symbol or
enter this symbol from the keyboard (you can also cycle through the markers us-
ing the arrow keys [«] and [—]). If a message line in the debug section begins
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with the "!" symbol, then this means that this message is an error message and
was added to the debug section by the taskbook itself. The program can output
its own messages to the debug section; This possibility will be discussed in de-
tail below (see also Section 4.1.4).

If the taskbook detects an error in at least one slave process, it does not
analyze the result obtained in the master process (this is also reported in the de-
bug section—see Fig. 10).

In order for the size value to be output only in the master process, it is ne-
cessary to make sure that the rank of the current process is 0 before performing
this action. By adding the appropriate check, we get a solution that the taskbook
will consider correct:

Task("MPI1Proc2");

int flag;

MPI Initialized(&flag);

if (flag == 0)

return;

int rank, size;

MPI Comm_size(MPI COMM_WORLD, &size);

MPI Comm_rank(MPI_COMM_WORLD, &rank);

int n;

pt >> n;

pt << 2 * n;

if (rank == 0)

pt << size;

When a new solution version is launched, five console windows will be
displayed on the screen in sequence, each of which is associated with the paral-
lel program being executed. Thus, a single launch of the program from the IDE
leads to a whole series of launches of this program in parallel mode, which al-
lows you to immediately test the resulting solution on several sets of input data.
The test series is completed either when an error is detected or when the re-
quired number of tests is successfully completed (for all tasks included in the PT
for MPI-2 taskbook, the number of tests is five). This feature further simplifies
the process of checking the correctness of the task solution.

After five successful test runs, the taskbook window will appear on the
screen with a message that the task has been solved (Fig. 11).

In this case, all square markers located on the indicator panel (under the in-
formation panel) are green.
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@ Programming Taskbook - InekTpoHHBIA 338aUHWK NO NporpaMmupoBanmnio [C++] @
NMPOLIECCHI W WX PAHTM Pesynetatel (F2)  LiBeT (F3) Pexum (F4)
3apaHue: MPI1Proc2° BbinonHaeT: MBaHos MNeTp

Beoa Sm3s A Brieog 6u3c M TecTol: 5u3 5 W
- - -

B Ka®mIOM K5 NPOLECCOB, BXONANMX B KOMMyHMKaTop MPI_COMM WORLD,
NpoYecTh OOHO ILEN0s YMCIO A M BHEESCTM 70 YOBOEHHOE SHAYEHHE.
KpoMmMe ToToO, QOJIA TAXABHODO npolecca (npouecca paxdra 0)

BEHIBECTHM KOJIMYECTBO NPOLECCOB, BXONANMX B KOMMyHMKaTop MPI COMM WORLD.
A BEOOa M BHEOIA OaHHEX MCIONBSOBATE NOTOK BEOIAa-BHEBOOAa pt.

B TJIaBHOM NpOLEecce NpoOyOIMPOBATE BHEBOI HOAHHHX B pPasIelle OTIamKM,
oToOpASME HA OTOENbHHX CTPOKaxX YIBOSHHOE SHAYeHMe A UM KOIMUYECTEO
npoleccoB (MCOONBSOBATE OBA BHSOBa OYHRUMM Showline, onpemeneHHON
B SaladHMKE HAPALY C OyHRUMel Show) .

MCXOMOHEE OaHHHE

Ipouecc 0 L = 34
Ipouecc 1: L = 36
lpouecc 2: L = 38
lIpouecc 3: L o= 43
Ipouecc 4: L =11
Coep®EMMOoe pasIella OTIAIKM IONEHC OHTE CleIyDIMM:
0l 1> &8
o] 2= 5
lonydYeHHHEe pes3ylIbTaTH
Npouecc 0: &8 5
Npouecc 1: 72
Npouecc 2: 76
Npouecc 3: 86
lpouecc 4: 22

Fig. 11. Window with a message about successful execution of the MPI task 1 Proc 2

Each time the program is launched, the taskbook saves the results of its
work in a special results file named results.dat. This file can be viewed using the
PT4Results program, which is part of the taskbook (to launch this program,
there is a shortcut Results.Ink in the working directory). In addition, the results
can be viewed directly from the taskbook window by clicking on the Results
(F2) label or the [F2] key. A window with a protocol of all program runnings for
all tasks will appear on the screen. In our case, it will contain approximately the
following text:

MPI1Proc2 cl12/14 15:44 Acquaintance with the task.

MPI1Proc2 c12/14 15:49 Correct data input.

MPI1Proc2 c12/14 15:54 Some data are not output.

MPI1Proc2 c12/14 15:59 An attempt to output superfluous data.

MPI1Proc2 c12/14 16:03 The task is solved!

After the task name, there is a symbol corresponding to the programming
language used (in this case, the symbol “C”, meaning that the C++ language was
used), the date and time of the program launch, and a description of the result of
its execution.
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1.1.6. Using additional information in the debug section

If you analyze the resulting solution, you will notice that it is still incom-
plete, since the task requires that some data be output not only in the results sec-
tion, but also in the debug section.

We have already encountered the use of the debug section: it displays addi-
tional information about errors that occurred in slave processes. The second pur-
pose of this section is to provide the ability to display various debug data on the
screen during the solution of a task. This ability is especially important when
developing parallel programs, since such standard debugging tools of the inte-
grated environment as breakpoints and watches of variables cannot be used for
them.

The additional part of the MPI1Proc2 task (and other initial tasks of the
MPI1Proc group) is devoted to familiarization with various options for debug
information output. Although the taskbook does not analyze the contents of the
debug section, this part of the task is as mandatory as the output of the obtained
results, and it will be checked not by the taskbook itself, but by the teacher. The
taskbook only notes that "from its point of view" the task is solved; the final de-
cision on whether to accept this solution is made by the teacher (in this case,
he/she, in particular, pays attention to what MPI tools are used to solve the prob-
lem, whether the solution is efficient, etc. Note that displaying data in the debug
section is also required in the MPI2Send group tasks related to studying non-
blocking data transfer, as well as in the MPI8Inter group tasks devoted to dy-
namic process creation.

Recall the final part of the MPI1Proc2 task formulation: "In the master
process, duplicate the data output in the debug section by displaying on sepa-
rate lines the doubled value of A and the total number of processes (use two
calls of the ShowLine function, which is defined in the taskbook along with the
Show function)." Note that in the taskbook window, in the input data section, a
comment is displayed explaining how the debug section should look if the solu-
tion is correct (see any of the figures with the taskbook window given in the
previous sections).

To output data in the debug section, the taskbook provides two functions:
Show and ShowLine , each of which has several overloaded options that allow you
to customize the appearance of the output data and provide them with additional
comments (details are given in Section 4.1.4). These functions differ in that the
ShowLine function automatically moves to the next line of the debug section after
data output, while the Show function does not do this (however, when the right
border of the debug section is reached, an automatic move to a new line also oc-
curs).

Note. A full description of the capabilities associated with the output of de-

bug information is given in the information window in the Debugging sec-

tion. If the taskbook window is active, then to display the information win-
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dow, simply click the button on the right side of the taskbook win-

dow title or press the [F1] key.

To obtain the required contents of the debug section, we only need to add
two calls of the ShowLine function at the end of the Solve function. Since the re-
quired data should be output only in the part of the debug section that is asso-
ciated with the master process, the calls to these functions should be placed in
the conditional statement already present in the program. Here is the final part of
the Solve function, containing the full text of the task solution:

int n;

pt >> n;

pt << 2 * n;

if (rank == 0)

{

pt << size;
ShowLine(2 * n);
ShowLine(size);

J

After launching a new version and testing it on five test data sets, a task-
book window will appear on the screen (Fig. 12).

‘FJ Programming Taskbook - 2nekTpOHHEIA 3343UHWK MO NporpaMmMUpoeaHmio [C++] @
MPOLECCHI 1 WX PAHI A PesynbTatel (F2)  LiseT (F3)  Pexum (F4)
3apgadue: MPI1Proc2® BeinonHAeT: ViBaHos MeTp

Beoa: 3m33 M Buigog: 4 u3 4 M TecTel: 51M3 5 M|

- -

B Ra®mIoM M3 NpPOLECCOB, BXOAANMX B KOMMyHMEaTop MPI COMM WORLD,
npoyecTh OOHO LEJoe YMCIO A M BEHBECTHM eD0 YIBOEHHOE SHaUeHUE.
KpoMe ToToO, ONA DAIAaBHODO Opouecca (npouecca paxra 0)

BHEECTH KOJMUECTEO INPOLECCOB, BXONANMX B KOMMyHMXaTop MPI COMM WORLD.
Ilna BBOOA M BHEBOJA OAHHHX MCIONLB30BAaTh NOTOK BBOOa-BHEBOIA PL.

B TDJIaBHOM MpoOllecCe MNpPOoOyONUPOBATH BHBOML NaHHHX B pasOelie OTIamgKu,
oTOBDpa=ME Ha OTHEJLHHX CTPOKaX YIBEOSHHOE SHadYeHMe A M KOJIMYECTBO
NpOLECCOB (MCOOJIBSOBATH OBa BHIOBa O¥HKUMM Showline, ONDEXENEHHON
E SaJauHMKe HapAODy © dyHrumMel Show) .

McxXoOHHE IaHHEE

Mpouecc 0: & = 40
Ipouecc 1: A = 46
Ipouecc 2: A = 42

COomep®EMMOE pasiesa OTIamKM LOJNXHO OHTbH CISOYOLNM:
0] 1> 80
o1 2» 3

Iony4YeHHEE pPEe3YyJbTaTH
Ipouecc 0: 80 3
IMpouecc 1: 892
Ipouecc 2: B84

0] 1> 80
o] 2> 3

Fig. 12. Window with the complete version of solution
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By comparing the contents of the debug section with the sample shown in
the source data section, we can verify that the task is now complete. Note that
since the debug section in this case only contains data output from the master
process, the bottom border of the window displays a single marker, "0", corres-
ponding to this process.

So, we have solved the MPI1Proc2 task. In the process of solving it, we got
acquainted with the actions for creating a template, studied the features of ex-
ecuting parallel programs and those capabilities of the taskbook that simplify
their launch from the IDE. We learned about the task book tools intended for in-
put initial data, output results and displaying additional information in the debug
section. In addition, we saw how the taskbook handles various types of errors.
All this information will be useful when solving tasks devoted to various me-
thods of exchanging messages between parallel application processes.

1.2. Basic capabilities of the MPI interface (MPI-1 standard)

1.2.1. Blocking point-to-point communication: basic features

MPI library includes a large number of functions that implement various
options for sending data between two processes. Such interaction between
processes is called point-to-point communication).

There are two main ways for point-to-point communication: blocking and
non-blocking.

In blocking communication, any function associated with a message send-
ing or receiving operation exits only after that operation has completed. There
are four functions for blocking message sending:

MPI_Send — standard mode;

MPI_Bsend — buffered mode;

MPI_Ssend — synchronous mode;

MPI_Rsend — ready mode.

All these functions have the same set of parameters, and all parameters are
input:

void * buf — message sending buffer;

int count — the number of sending elements;

MPI_Datatype datatype — type of sending elements;

int dest — the rank of the receiving process;

int msgtag — message identifier (non-negative number not exceeding the con-

stant MPI_TAG_UB);

MPI_Comm comm — communicator.

Note that according to the MPI standard, the constant MPI_TAG_UB cannot
be less than 32767.

Here and below, when describing parameters, the fact that a parameter is an
input parameter is not specifically mentioned; only the situation is noted when
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the parameter is an output parameter or both an input and an output parameter.
Output parameters are always passed as pointers to a variable whose value is
changed.

The parameters datatype and comm have special types defined in the MPI li-
brary. We are already familiar with the MPI_Comm type; this type is used for
communicator descriptors. The MPI_Datatype type is intended to store information
about the type of data being sent. Variables of this type are descriptors asso-
ciated either with standard data types included in the MPI library or with user
data types defined using the corresponding MPI functions (see Section 1.2.6).
When solving tasks, we will use the standard types MPI_INT (corresponds to the
signed type int of C language), MPI_DOUBLE (double) and MPI_CHAR (signed char).
Other numeric types of C language also are associated with standard MPI types,
for instance, the long int signed type corresponds to the MPI_LONG type, and the
float type corresponds to the MPI_FLOAT type. The MPI_BYTE type corresponds to a
byte, an integer in the range from 0 to 255. There are also standard composite
types designed to store pairs of numbers, for instance, MPI_2INT and
MPI_DOUBLE_INT (the type MPI_DOUBLE_INT will be used when solving the
MPI13Coll23 task in Section 1.2.5).

Let us return to the blocking message sending modes and describe their
main features.

In standard mode, the MPI environment itself determines whether a special
system buffer (which is created automatically in this case) will be used. If a sys-
tem buffer is used, then the send operation completes after the data has been sent
to this buffer, regardless of whether the receiving process has started receiving
the message (thus, in this case, standard mode works similarly to the buffered
mode). If a system buffer is not used, then the send operation completes only af-
ter the receiving process has started receiving the message (in this case, standard
mode works similarly to the synchronous mode). The send operation in standard
mode is non-local, i. e., its completion may depend on the actions of another
process.

Before using buffered mode, the sending process must define a user buffer
of sufficient size (using the MPI_Buffer_attach function). The send operation com-
pletes after the data has been sent to this buffer, regardless of whether the re-
ceiving process has started receiving the message, so the buffered send operation
is local.

In synchronous mode, the send operation can begin regardless of whether
the receiving process has initiated the message, but will not complete until the
receiving process has begun receiving the message. This operation is non-local.

In ready mode, the send operation can only begin if the receiving process
has already initiated the receiving the message (otherwise the send operation is
considered as an erroneous and its result is undefined). This operation is non-
local and is used quite rarely.
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For blocking message receiving, the MPI_Recv function is used with the fol-
lowing parameters:

void * buf — message receiving buffer (output parameter);

int count — the maximum number of elements in the received message (or, in

other words, the size of the buffer buf in elements of the received
message);

MPI_Datatype datatype — type of receiving elements;

int source — the rank of the sending process;

int msgtag — identifier of the received message;

MPI_Comm comm — communicator;

MPI_Status * status — additional information about the received message (out-

put parameter).

The exit from the MPI_Recv function is completed only after the buffer buf is
filled. As the parameters source and msgtag, you can use the special constants
MPI_ANY_SOURCE and MPI_ANY_TAG, meaning, respectively, that the message can
be received from any process or can have any identifier.

The status parameter, the last parameter of the MPI_Recv function, has a
structured type of MPI_Status, all fields of which are integer. By accessing these
fields, we can determine:

e rank of the process that sent the message (MPI_SOURCE field);

e message identifier (MPI_TAG field);

e error code associated with this message (MPI_ERROR field).

In addition, the MPI_Status type contains an additional field (called count in
the MPICH implementation) that allows you to determine the number of ele-
ments in the message. Instead of directly accessing this field, you should use the
MPI_Get_count(MPI_Status * status, MPI_Datatype datatype, int * count) function, with in-
put parameters status and datatype and output parameter count—the number of
elements of type datatype received.

Note. If the program does not need to use the information provided by the
status parameter, then the constant MPI_STATUS_IGNORE, which appeared in
the MPI-2 standard, can be specified instead. Note that when using the
MPICH 1.2.5 system, which implements the MPI-1 standard, this constant
should not be used (despite the fact that it is present in the MPICH 1.2.5 li-
brary).

Sometimes it is desirable to obtain additional information about the ex-
pected message before it is directly received by the MPI_Recv function (for ex-
ample, to determine the size of the buffer buf, sufficient to store the received
message). For this purpose, the auxiliary function MPI_Probe(int source, int msgtag,
MPI_Comm comm, MPI_Status * status) can be used, the parameters of which have the
same meaning as the parameters of the MPI_Recv function with the same names.
This function, like the MPI_Recv function, is blocking; exit from it is performed
only after completion of receiving data from the sending process.
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When organizing the sending of a message in buffered mode, it is neces-
sary to use the auxiliary functions MPI_Buffer_attach and MPI_Buffer_detach.

The MPI_Buffer_attach(void * buf, int size) function allows you to define a buffer
buf, which is used later when sending messages in buffered mode. The buffer
size is specified in bytes and must be sufficient to store both the messages being
sent and the service information. The memory size (in bytes) required to contain
the service information is determined by the constant MPI_BSEND_OVERHEAD. At
any given time, a process can use only one buffer, and after it has been defined
and until it has been freed, it should not be accessed by the program itself.

The MPI_Buffer_detach(void * buf, int * size) function is used to free a previously
defined buffer; both of its parameters are output (the buf parameter returns the
address of the beginning of the freed buffer, and the size parameter returns its
size in bytes).

Here is a program fragment demonstrating the correct creating, attaching
and subsequent detaching the standard buffer buf used in the buffering sending
mode. It is assumed that messages containing not more than 10 real numbers
will be sent in this mode. Once again, we emphasize that the buf buffer cannot be
specified when calling the MPI_Bsend function.

int bufsize = 10 * sizeof(double) + MPI BSEND OVERHEAD;
char *buf = new char[bufsize];

MPI Buffer attach(buf, bufsize);

/] ..

// The MPI Bsend function can be called here to send data.
// The buf buffer must not be used!

MPI Buffer detach(buf, &bufsize);

delete[] buf;

MPI library provides the functions MPI_Sendrecv and MPI_Sendrecv_replace for
combined communication requests, which , when called, both send and receive
messages simultaneously (not necessarily for the same pair of communicating
processes). Both functions perform simultaneous sending and receiving of mes-
sages in standard blocking mode. The difference is that MPI_Sendrecv_replace uses
a single buffer, which initially contains the message being sent, and, after exit-
ing the function, the received message (thus, this buffer is an input and output
parameter).

Here is a list of parameters of these functions (in fact, it is a combined list
of parameters of the functions for sending and receiving messages). Parameters
of the MPI_Sendrecv function:

void * sbuf — message sending buffer;

int scount — the number of sending elements;

MPI_Datatype stype — type of sending elements;

int dest — the rank of the receiving process;

31



32

int stag — identifier of the sending message;

void * rbuf — message receiving buffer (output parameter);

int rcount — the maximum number of elements in the receiving message;

MPI_Datatype rtype — type of receiving elements;

int source — the rank of the sending process;

int rtag — identifier of the receiving message;

MPI_Comm comm — communicator;

MPI_Status status — parameters of the receiving message (output parameter).

It should be emphasized that for the MPI_Sendrecv function, you cannot use
the same (or even just overlapping) sbuf and rbuf buffers.

The number of parameters in the MPI_Sendrecv_replace function is smaller,
since in this case the message sending and receiving buffer is common, and
therefore has common characteristics (size and type of elements):

void * buf — common buffer for sending and receiving messages (input and

output parameter);

int count — the size of the message sending and receiving buffer (determin-

ing the number of elements in the sending message, as well as the
maximum number of elements in the receiving message);

MPI_Datatype datatype — type of sending and receiving elements;

int dest — the rank of the receiving process;

int stag — identifier of the sending message;

int source — the rank of the sending process;

int rtag — identifier of the receiving message;

MPI_Comm comm — communicator;

MPI_Status status — parameters of the receiving message (output parameter).

In some cases, combined requests for interaction make it possible to avoid
mutual deadlocking (see the next section) that could occur when using separate
requests for sending and receiving messages.

All possibilities related to blocking point-to-point communication are Stu-
died in the first subgroup of the MPI2Send group (see Section 2.2.1).

1.2.2. Blocking point-to-point communication: examples. Mutual process
deadlocks

To get acquainted with the features of the functions used to exchange mes-
sages between individual processes, let us consider one of the tasks of the
MPI2Send group.

MPI12Send11. A real number is given in each process. Send the given
number from the master process to all slave processes and send the given
numbers from the slave processes to the master process. Output the received
numbers in each process. The numbers received by the master process should
be output in ascending order of ranks of sending processes. Use the MPI_Ssend
function to send data.
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Note. The MPI_Ssend function provides a synchronous data transfer mode,
in which the operation of sending a message will be completed only after the
receiving process starts to receive this message. In the case of data transfer in
synchronous mode, there is a danger of deadlocks because of the incorrect or-
der of the function calls for sending and receiving data.

Let us create a project template for solving this task and run the resulting
program. The taskbook window that appears on the screen will look like the one
shown in Fig. 13.

To read the initial data, it will be enough for us to use a single variable of
real type, since in each process only one real number is given.

The initial data must be sent to other processes of the parallel program. To
do this, you need to use a pair of MPI library functions: one for sending the
message, the other for receiving it. Since this subgroup of the MPI12Send group
studies blocking message sending options, you must use the MPI_Recv function
for receiving. To send a message in blocking mode, four types of functions are
provided (see the previous section). The most commonly used function is
MPI_Send, but in our case we must use the MPI_Ssend function, since this is expli-
citly stated in the task.

The MPI_Ssend function (like other functions for sending messages, such as
MPI_Send) is called by the sending process and specifies which process will re-
ceive sending data. The MPI_Recv function is called by the receiving process; it
specifies the sending process and the buffer variable into which the data re-
ceived from it will be written (see the previous section for a description of the
parameters of these functions).

‘ﬁJ Programming Taskbook - 3nekTpoHHbIA 3a4auHKWK NO NporpaMMyposaHimio [C++] @

BNOKMPYHOLLARA NEPECHINKA OAHHBLX PesyneTaThl (F2) LBeT (F3) Pexum (F4)
3aganve. MPI2Send11° BrinonuseT: Meanos Netp

O3HaKOMMTENBHBIA 3anycK: Buwon (Esc
HE BLINONHEHA HU OAHA W3 ONepaLWil BBOAA-BLIBOAA. A ( )

BeoA: 0 M35 Beigog: O W3 8 TecTol: 1M3 5
—

B XamOoM MNPOLECCE HaHO BENMEeCTBEHHOE YMCIO. [IepeciaThk YMCIO M3 [NABHOTO
npollecca BO BCe I[NOQYMHEHHHEe IIPOIECCH, a4 BCE 4YHMCIa M3 NOOYMHEHHHX [NPOLECCOB —
B DNaBHH, M BHEECTM B Ka®IOM IpOlecce [ONydYeHHHE YMcna (B DIaBHOM [pOLecce
4pciia BHBOIOKTE B [NOPAJKE BOSPACTaHMA DPAETOB IepeclaBIMX MX NpOLECCOB) .
IOnd oTHpaBRM cooDmMeHMII MCIONbBZOBATE QYHKIMD MPI_Ssend.
¥kaganme. OyHRUMA MPI_Ssend ofeclneuyMBasT CHEXPOHHHA PeXMM [eDECHIKM NAHHHX,
0pM KOTOPOM ClOepallMA oTnpaBkM coofmeHMA OyOeT SaBeplleHa TONbKO Nocle Hadala
npMeMa 3ToTO COOOMEHMA NPOIECCOM-NONYYaTeNeM. B clydae NEeDPECHIIKM LaHHHX
E CHUHXDOHHOM pPEXMME BOSHMKEET ONaCcHOCTh BBaMMHHX bBmokmpoBok (deadlocks
MS-53a HENPABMIBHOTO NOPANKE BHSOBa QYHKUME OTOPABKM M NONYYEHMA COOBMEeHMN.

WcXoOHLIE OaHHHE

Mpouecc 1: 1.20
Npouecc 0: B.83 Npouecc 2: §5.09
Mpouecc 3: 0.79
Mpouecc 4: 0.96
NIpMMED BEPHOTO PENEHUA
Ilpouecc 83
Ipouecc 0: 1.20 8.09 0.79 0.9%¢6 Iipouecc 83

Mpouecc
Npouecc

W
@ o m

Fig. 13. Acquaintance run of the MPI12Send11 task
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Let us first deal with receiving and sending data for slave processes, with-
out implementing the actions that need to be performed in the master process.
Let us add the following code fragment to the end of the Solve function:

double a;

MPI Status s;
if (rank > 0)

{

}

pt >> a;

MPI Ssend(&a, 1, MPI DOUBLE, 0, 0, MPI COMM WORLD) ;
MPI Recv(&a, 1, MPI DOUBLE, 0, 0, MPI COMM WORLD, &s);
pt << a;

Note that the first parameter of both functions is the address of the variable
that contains (or should receive) the sending data.
Let us run our program. 20-30 seconds after the console window appears
with information that the program has been launched in parallel mode, a task
window will appear on the screen with an error message in the slave processes
(Fig. 14).

‘ﬁj Programming Taskbook - 3nekTpoHHbIA 334aUHMK NO NporpaMMupoeaHuie [C++] @@
BINOKWMPYHIOWAA NEPECHINKA OAHHBIX Pesynbratel (F2) LseT (F3) Pemum (F4)
3agaHue: MPI12Send11°® BhINONHAET: MBaHoB MeTp

MP! error.

Mpoueccsl 1-4 He OTBEYAT. e ((53) ‘

Beoa: 0 m3 5 Brison: 013 8 Tectol 1u35 M

—

B rampgoM Ipollecce LOaHCO BeMeCTBEHHOE 4dMcio. [lepeciaTk 4Y4MCIO K3 IDIABHOTO
npollecca 50 BCe NOOYMHEHHHE [POLEeCCH, a BCe YHCia M3 NONYMHEHHHX IPOLECCOB —
B DJIaBHHM, M BHBECTHM B KAXOOM [POLECCE [OJNYYEeHHEE dYKCNa (B I'JIaBHOM IIpOLEecce
yyCcya BHEBOOMTL B NOPALKE BOSPACTAHMA PAHDOB [NepecHaBmKMX KX NIPOLEecCOB) .
IJIA OTHPAaBEXM COOOMmMEeHMII MCHOJNBS0BATE QYHKLMD MFPI_Ssend.

Yxasanme. oyHxUMA MPI_Ssend oO0ecneuMBacT CHHXPOHHH pPeXMM NEDECHEUIRM JaHHHX,
Ip¥ KOTOPOM OIepalMA oTnpasxu coobmenua OyOeT saBepHeHa TONBKO [IOCIE Hadama
npueMa 3Toro CooBmeHMA NPOoLUeCCOM-NONydYaTelNeM. B cIyu¥ae NEepecHTIRM TaHHHX
B CHMHXPOHHOM pPEXMME BOSHMKAEST OMNaCHOCTbE BSaMMHHX GNOKMpPOEBOR (deadlocks
US-3a HENPaBMNBHODO NOPALKA BHS30BA OYHKIMA OTOPABKKM M NONYYEHUMA COOOMEeHMI.
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Fig. 14. Taskbook window with information about locking slave processes
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Error message of the type "MPI error. The processes 1-4 do not response"
means that the master process of our parallel program was unable to “contact”
the slave processes within a certain time in order to obtain information from
them about their input and output data (for information on how to determine and
change the response time from slave processes, see note 3 in Section 1.1.4).

As follows from the second line of the message, the error occurred when
trying to contact all slave processes (four processes at this program launch).

The reason for the error is that the MPI_Ssend function for sending a mes-
sage waits until the receiving (in this case, the master) process calls the corres-
ponding receive function (MPI_Recv), and only after that it sends the data and
completes its work (synchronous send mode). But our program does not yet con-
tain a call to the MPI_Recv function in the master process. Therefore, the wait for
the MPI_Ssend function will last forever (more precisely, until the execution of
the slave processes will be terminated). This is an example of a parallel program
hang, which usually occurs because one or more processes are blocked waiting
for information that has not been sent to them (in this case, the MPI_Ssend func-
tion is waiting for information that the master process has started receiving da-
ta).

Note that if we had used another function to send the message, for example
MPI_Bsend, which does not wait for information from the receiving process, but
simply sends the data to a special send buffer and immediately terminates (buf-
fered send mode), then the program would still hang, but for a different reason:
now the MPI_Recv function would forever wait for the data that the master
process should have sent to it.

When you close the taskbook window, the console window will remain on
the screen. The reason is clear: the console window is controlled by the mpiexec
program, which terminates only when all processes of the running parallel pro-
gram terminate, but in this case, only the master process terminated (the slave
processes remain blocked). To terminate the mpiexec program and close the con-
sole window, you need to press the key combination [Ctrl]+[C] or
[CtrI]+[Break] several times (as stated in the comment displayed in the console
window).

Note 1. When the mpiexec program terminates, hung processes of the paral-
lel program remain in memory. This will prevent our program from being
recompiled in the future, since while the process is in memory, the exe file
associated with it is not available for modification. However, when per-
forming tasks using the PT for MPI-2 taskbook, this problem is solved au-
tomatically by the taskbook inself (see Note 2 in Section 1.1.4).

So, we have become familiar with the situation when one or more slave
processes are blocked. A similar situation can happen to the master process. Let
us supply our program with a fragment related to the master process, and in this
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fragment we will also organize the call of MPI functions in the same ("natural”)
order—first sending data, then receiving it:

else
{
pt >> a;
for (int 1 = 1; i < size; i++)
MPI Ssend(&a, 1, MPI DOUBLE, i, 0, MPI COMM WORLD);
for (int 1 = 1; i < size; i++)
{
MPI Recv(&a, 1, MPI DOUBLE, i, 0, MPI COMM WORLD, &s);
pt << a;
}
}

If you run this program, you can wait as long as you like after the console
window appears, but the taskbook window will not appear on the screen. This is
due to the fact that the master process of our parallel program was blocked: be-
fore displaying the taskbook window, the master process must execute the frag-
ment of the program developed by the student, and in our case, this fragment led
to the blocking. Therefore, the master process simply did not reach the place in
the program where the taskbook window is displayed on the screen.

Why does the blocking occur again? It would seem that every process is
now ready to both send and receive a message. However, in order for the
MPI_Ssend function to complete, the MPI_Recv function must have already been
called in the receiving process, but the receiving process cannot reach this func-
tion, since the MPI_Ssend function has also been called in it. This phenomenon is
called a deadlock.

If the task window does not appear within 20-30 seconds, then it can be as-
sumed that the master process has hung. In this situation, as in the situation de-
scribed earlier, it is necessary to explicitly interrupt the execution of the parallel
program by pressing the keyboard combination [Ctrl]+[C] or [Ctrl]+[Break]
several times.

Note 2. Any of the above-described "emergency"” methods of program ter-
mination is recorded by the taskbook in the results file. However, if only
the slave processes hang (and the taskbook window appears on the screen),
the text "MPI error” will be written to the results file, whereas in case of a
hang of the master process, the text will be different: “The test run is inter-
rupted".

The simplest way to fix our program is to delete the second letter "'s" in the
name of at least one MPI_Ssend function, i. e. replace the call to the MPI_Ssend
function either in the slave or in the master process with a call to the MPI_Send
function, which implements the standard rather than synchronous data transfer
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mode. This is due to the fact that in the MPI library of the MPICH system, the
standard mode, like the buffered mode, uses a buffer to store the data being sent
(and, unlike the buffered mode, the buffer for the standard mode is created au-
tomatically). After sending the data to the buffer, the MPI_Send function termi-
nates, even if by this time the receiving process has not called the MPI_Recv func-
tion.

Let us describe the sequence of actions in this situation, assuming that we
have changed the MPI_Ssend function to MPI_Send in the slave processes. In each
of the slave processes, the MPI_Send function is called; it copies the data being
sent to the buffer, and then immediately terminates; after that, the MPI_Recv func-
tion is called, which waits for data to be received from the master process. At
the same time, the MPI_Ssend function is called in a loop in the master process,
which suspends execution until the MPI_Recv function is called in the slave
processes. But the MPI_Recv function in the slave processes will definitely be
called, at which point the MPI_Ssend function in the master process sends the data
and terminates. Thus, all MPI_Ssend functions in the loop will work successfully,
after which the MPI_Recv functions will be called in the second loop in the master
process, which will receive the data from the slave processes that were previous-
ly placed in the buffer. Finally, after the MPI_Ssend functions in the master
process complete their work, the MPI_Recv functions in the slave processes that
were waiting to receive data will also be successfully executed. So, no mutual
blocking will occur.

When you run the corrected program, it will be successfully tested on five
sets of input data, and a taskbook window will appear on the screen with a mes-
sage that the task has been solved.

However, the correction described above does not fully correspond to the
task condition, since the task requires using only the MPI_Ssend functions. A va-
riant of the correction with preservation of the MPI_Ssend function is in changing
the order of calling the functions for sending and receiving messages either in
the program fragment for the slave processes or in the program fragment for the
master process. For example, you can change the order of calling the functions
in the master process (the changed code fragment is highlighted in bold):

double a;
MPI Status s;
if (rank > 0)

{
pt >> a;
MPI Ssend(&a, 1, MPI DOUBLE, 0, 0, MPI COMM WORLD) ;
MPI Recv(&a, 1, MPI DOUBLE, 0, 0, MPI COMM WORLD, &s);
pt << a;

J

else
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{
for (int i =1; 1 < size; i++)
{
MPI_Recv(&a, 1, MPI_DOUBLE, i, 0, MPI_COMM_WORLD, &s);
pt << a;
}
pt >> a;
for (int i =1; 1 < size; i++)
MPI_Ssend(&a, 1, MPI_DOUBLE, i, 0, MPI_COMM_WORLD) ;
)

In this situation, mutual blocking will not occur. Indeed, the MPI_Recv func-
tions are immediately called in the master process, so the corresponding
MPI_Ssend functions in the slave process will successfully work and transfer data
to the master process. Then, in turn, the MPI_Recv functions will be called in the
slave processes, which will allow the MPI_Ssend functions in the master process
to work successfully.

Note 3. The described version of the correction has another advantage. The
fact is that in the MPI standard it is not guaranteed that the MPI_Send func-
tion will necessarily use a buffer for intermediate storage of the data being
sent. This is determined by the MPI runtime environment itself, so it is
possible that the MPI_Send function will use a synchronous mode rather than
a buffered mode of sending; in such a situation, a deadlock will still occur.
The resulting program can be simplified if in the else section we use an aux-
iliary real variable b to receive data from slave processes. This will allow us to
place the input statement pt >> a before the conditional statement, and will also
make it possible to perform all the actions in the else section in a single loop.
Here is a corresponding solution:

double a;

MPI Status s;

pt >> a;

if (rank > 0)

{

MPI Ssend(&a, 1, MPI DOUBLE, 0, 0, MPI COMM WORLD) ;
MPI Recv(&a, 1, MPI DOUBLE, 0, 0, MPI COMM WORLD, &s);

pt << a;
}
else
for (int i =1; 1 < size; i++)
{
double b;

MPI Recv(&b, 1, MPI DOUBLE, i, 0, MPI COMM WORLD, &s);
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pt << b;
MPI Ssend(&a, 1, MPI DOUBLE, i, 0, MPI_COMM WORLD);
}

Another small simplification can be achieved by removing the declaration
of the variable s of type MPI_Status and replacing the parameter &s in the MPI_Recv
functions to the special "stub” constant MPI_STATUS_IGNORE (see the note in Sec-
tion 1.2.1). The constant MPI_STATUS_IGNORE is convenient to use in a situation
where the program does not need to access the information provided by the pa-
rameter of type MPI_Status.

Note that a more efficient solution to this problem can be obtained by using
collective communications (see Section 1.2.4).

1.2.3. Non-blocking point-to-point communications. Persistent requests
for interaction. Timing functions

This section describes the capabilities of the MPI interface related to non-
blocking communications and persistent requests. These capabilities are covered
in the second subgroup of the MPI2Send group (see Section 2.2.2).

In non-blocking point-to-point communications, the send/receive message
operations only initiate the corresponding actions, and then immediately termi-
nate returning a special MPI object, an exchange request of the MPI_Request type,
with the help of which the state of this operation can be checked later, using ei-
ther the Wait group functions, which block the program execution until the opera-
tion is completed, or the non-blocking Test group functions. When a non-
blocking operation completes, the associated exchange request is "reset", taking
the value MPI_REQUEST_NULL (this occurs either upon return from the Wait func-
tion, or upon such a call to the Test function, in which information about the
completion of the operation was returned).

As for blocking communications, there are four non-blocking message
sending functions with identical parameter sets and one non-blocking message
receiving function. The names of these functions coincide with the names of the
corresponding functions for blocking message sending or receiving, with the
prefix | (‘immediate”) added: MPI_Isend, MPI_lbsend, MPI_Issend, MPI_Irsend,
MPI_Irecv.

The functions MPI_Isend, MPI_lbsend, MPI_Issend, MPI_Irsend initiate a non-
blocking message sending operation in one of four possible modes (see Section
1.2.1), returning an exchange request of type MPI_Request associated with this
operation. The output parameter request is the last parameter of these functions;
all preceding parameters coincide with the parameters of the blocking message
sending functions: buf, count, datatype, dest, msgtag, and comm. Until the exchange
request is reset (i. e., until the non-blocking operation is completed), the buffer
buf cannot be reused.
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The MPI_Irecv function initiates a non-blocking message receiving operation,
returning an associated exchange request of type MPI_Request. This parameter is
the last one and is located in place of the status parameter of the MPI_Recv func-
tion; all other parameters (buf, count, datatype, source, msgtag, and comm) are the
same for these functions. Before the exchange request is reset, the buffer buf can-
not be used to read the received data.

Wait blocking group contains four functions:

MPI_Wait(MPI_Request * request, MPI_Status * status),

MPI_Waitall(int count, MPI_Request * requests, MPI_Status * statuses),

MPI_Waitany(int count, MPI_Request * requests, int * index, MPI_Status * status),

MPI_Waitsome(int count, MPI_Request * requests, int * outcount, int * indices,

MPI_Status * statuses).

The MPI_Wait function waits for the completion of a non-blocking message
sending or receiving operation associated with the exchange request (input and
output parameter) and returns the output parameter status, which is typically used
only for non-blocking receivings.

All other functions accept an array of exchange requests of size count.

The MPI_Waitall function blocks the execution of a process until all commu-
nication operations associated with the specified requests are completed (the sta-
tuses parameter of size count returns an array of elements of type MPI_Status with
additional information about each of the completed operations).

The MPI_Waitany function blocks execution of the process until any ex-
change operation associated with the specified requests is completed. The index
parameter returns the index of the completed operation, and the status parameter
returns additional information about this operation (all other exchange requests
in the requests array are unchanged).

Finally, the MPI_Waitsome function blocks the process until at least one of
the communication operations associated with the specified requests is com-
pleted. Unlike the MPI_Waitany function, this function can return information
about multiple completed operations: the number of completed operations is re-
turned in the outcount parameter, the indices of the completed operations are re-
turned in the first outcount elements of the indices array, and additional informa-
tion about the completed operations is returned in the first outcount elements of
the statuses array.

Test group also includes four functions:

MPI_Test(MPI_Request * request, int * flag, MPI_Status * status),

MPI_Testall(int count, MPI_Request * requests, int * flag, MPI_Status * statuses),

MPI_Testany(int count, MPI_Request * requests, int * index, int * flag,

MPI_Status * status),
MPI_Testsome(int count, MPI_Request * requests, int * outcount, int * indices,
MPI_Status * statuses).

The MPI_Test function checks the completion of a non-blocking sending or

receiving operation associated with a request and immediately terminates, return-
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ing the result of the check in the output parameter flag. If the operation is com-
plete, the flag parameter returns a non-zero value (in this case, the exchange re-
quest value is reset to MPI_REQUEST_NULL, and additional information about the
completed operation is returned in the status parameter); otherwise, a zero value
Is returned in the flag parameter (in this case, the request and status parameters are
not changed). The other functions behave the same as the MPI_Test function, i. e.
they check the completion of non-blocking operations (in this case, associated
with the array requests) and immediately terminate, returning the result in the flag
parameter (or, for the MPI_Testsome function, in the outcount parameter). The
meaning of the remaining parameters of these functions is similar to the mean-
ing of the parameters of the corresponding functions of the Wait group.

There is also a non-blocking version of the MPI_Probe function:

MPI_Iprobe(int source, int msgtag, MPI_Comm comm, int * flag, MPI_Status * status)

This variant differs from the blocking variant by the presence of the output
parameter flag. The MPI_Iprobe function does not wait for the message receiving
operation to complete. If the receiving operation is not completed, then a zero
value is returned in the flag parameter (in this case, the status parameter should
not be used). This function, like its blocking variant MPI_Probe, is usually used in
a situation where the number of elements in the sending message is not known
in advance.

The persistent requests are a special type of non-blocking operations. These
requests are formed using the functions MPI_Send_init, MPI_Bsend_init,
MPI_Ssend_init, MPI_Rsend_init, MPI_Recv_init, which have the same parameters as
the previously considered non-blocking functions MPI_Isend, MPI_lbsend,
MPI_Issend, MPI_Irsend, MPI_Irecv. However, unlike the "usual" non-blocking func-
tions, the functions of the Init group do not immediately execute the correspond-
ing operation; they only return a persistent request—the request parameter of the
MPI_Request type, which contains all the settings for the required operation.

To start persistent requests generated using the Init group functions, the
MPI_Start(MPI_Request * request) and MPI_Startall(int count, MPI_Request * requests) func-
tions are provided. The first of them starts in non-blocking mode the operation
associated with the request (input and output parameter), and the second starts in
non-blocking mode all operations associated with the array requests of size count.
In the future, to check the completion of the operations, it is necessary to use the
previously discussed functions of the Wait and Test groups.

The request returned by the Init group functions is persistent. This means
that after the completion of the corresponding non-blocking operation, the value
of the request associated with it is not reset to MPI_REQUEST_NULL, but remains
valid. Therefore, the persistent request can be reused later by calling the starting
function MPI_Start or MPI_Startall for it again (of course, before this, the contents
of the buffer buf containing the data being sent must be changed). To reset the
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request generated by one of the Init group functions, use the function
MPI_Request_free(MPI_Request * request).

Some tasks involving non-blocking operations (see Section 2.2.2) require
the use of a special MPI function designed for measuring time: double
MPI_Wtime(). This function is one of two special MPI functions that return not in-
formation about the success of their launch, but the result itself, namely, the time
in seconds that has passed since some point in the past. Thus, to determine the
duration of execution of some program fragment, it is sufficient to call this func-
tion at the beginning and at the end of this fragment, and then find the difference
between the obtained values. The second special MPI function is also related to
measuring time: this is the double MPI_Wtick() function, which returns the duration
in seconds between successive timer ticks and, thus, characterizes the accuracy
of the time measurement.

1.2.4. Collective communications

A large group of MPI functions is intended for organizing collective inte-
raction of processes. "Collective” MPI functions, in contrast to the previously
considered functions MPI_Send, MPI_Recv, etc., allow organizing the exchange of
messages not between two separate processes (sender and receiver), but between
all processes included in a certain communicator. In particular, when using the
communicator MPI_COMM_WORLD, it is possible to organize collective exchange
of messages between all running processes of a parallel program.

The use of collective communications is more preferable than multiple
calls of individual point-to-point operations, which is due to two circumstances.
First, when implementing collective functions in the MPI library, efficient algo-
rithms are used and, second, in supercomputer or cluster systems, collective ex-
change operations can be implemented at the hardware level, which can be taken
into account when developing MPI libraries for these systems.

All operations related to collective interaction of processes are performed
in blocking standard mode. For successful execution of a collective operation, it
IS necessary that the corresponding function be called in all processes of the
communicator for which this collective operation is performed.

If a process that plays a special role is associated with a collective opera-
tion, then the corresponding function has the root parameter containing the rank
of this process (and, in addition, some parameters of this function will be used
only in a process of rank root). If the root parameter is absent in a collective func-
tion, this means that all processes are equal when executing the collective opera-
tion.

The simplest collective function with equal processes s
MPI_Barrier(MPI_Comm comm). It blocks the work of the processes that called it un-
til all processes of the communicator comm also call this function. Thus, the
MPI_Barrier function allows synchronization of processes of a parallel application.
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The simplest collective function with a selected root process is MPI_Bcast(void
* buf, int count, MPI_Datatype datatype, int root, MPI_Comm comm). This function broad-
casts data from the root process to all processes of the communicator comm. The
buf parameter specifies the message broadcast/receive buffer; in the root process
this parameter is an input parameter, and in other processes it is an output para-
meter. The other parameters are input in all processes: count specifies the number
of elements to be broadcast, and datatype is their type.

Example:

buf buf
Process 0: ( b0 bl b2 b3 )
Process 1: ( b0 bl b2 b3 ) ==> ( b0 bl b2 b3 )
Process 2: ( b0 bl b2 b3 )

MPI_Gather function collects data from all communicator processes into the
buffer of the receiver process root, with the same number of data elements re-
ceived from each process. Its parameters are:

void * sbuf — send buffer;

int scount — the number of elements in the sending message;

MPI_Datatype stype — type of elements of the sending message;

void * rbuf — data collection buffer (this is an output parameter that is used

only in the root process);

int rcount — the number of elements received from each process (this and the

next parameter are also used only in the root process; it should be em-
phasized that this parameter is not equal to the size of the rbuf buffer);

MPI_Datatype rtype — type of elements of the received message;

int root — the rank of the process receiving data;

MPI_Comm comm — communicator.

The root process also accepts its own data.

Example (scount = 2, rcount = 2):

sbuf rbuf

Process 0: ( a0 al )

Process 1: ( b0 bl ) == (a0 al | b0 bl | cO cl )

Process 2: ( c0 cl)

A more complicated version of the MPI_Gather function is the MPI_Gatherv
function, which allows a different number of data elements to be received from
each process. This function has the following set of parameters:

MPI_Gatherv(void * sbuf, int count, MPI_Datatype stype, void * rbuf, int * rcounts,

int * displs, MPI_Datatype rtype, int root, MPI_Comm comm)

In this case, the scount parameters may have different values in different
processes, and instead of the integer rcount parameter, the rcounts array is used,
which specifies the number of elements received from each process. Additional
flexibility of this function is provided by the displs parameter, an array of offsets
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(in elements) from the beginning of the rbuf data receiving buffer. Data received
from each process is written to the buffer of the receiving process with an offset
determined by the corresponding element of the displs array. The displs parame-
ter is taken into account only in the root process; offsets can be either positive or
negative.

Example (rcounts = {2, 1, 3}, displs = {0, 2, 3}):

sbuf rbuf
Process 0: ( a0 al )
Process 1: ( b0 ) ==> (a0 al | b0 | cO cl c2)

Process 2: ( c0 cl c2)

The "inverse" operation to the gather operation is the scatter operation,
which sends data from the selected root process to all processes of the given
communicator. This operation is also implemented as two functions: MPI_Scatter
and MPI_Scatterv. The parameters of the MPI_Scatter function are:

void * shuf — broadcast buffer (this and the next two parameters are used only

In the root process);

int scount — the number of elements sent to each process (this parameter is

not equal to the size of the shuf buffer);

MPI_Datatype stype — type of elements of the sending message;

void * rbuf — data receiving buffer (output parameter);

int rcount — the number of elements in the data receiving buffer;

MPI_Datatype rtype — type of elements of the receiving message;

int root — the rank of the process performing the data broadcast;

MPI_Comm comm — communicator.

Example (scount = 2, rcount = 2):

sbuf rbuf
Process 0: ( b0 b1 )
Process 1: ( b0 bl | b2 b3 | b4 b5 ) ==> ( b2 b3 )
Process 2: ( b4 b5 )

The MPI_Scatterv function has the following parameters:

MPI_Scatterv(void * sbuf, int * scounts, int * displs, MPI_Datatype stype, void * rbuf,

int rcount, MPI_Datatype rtype, int root, MPI_Comm comm)

In this case, the array parameters are scounts (an array that specifies the
number of elements sent to each process) and displs (an array of offsets (in ele-
ments) from the start of the sending buffer).

Example (scounts = {2, 1, 3}, displs = {0, 2, 3}):

sbuf rouf

Process 0: ( a0 al )

Process 1: (a0 al | b0 | cOcl c2 ) == (b0 )

Process 2: (cO0clc2)
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The gather operation has a modification in which the collected data is sent
to all processes. This operation is implemented as the MPI_Allgather and
MPI_Allgatherv functions. These functions do not have the root parameter, since all
processes are equal: they provide their part of the data and receive the same
combined set. Here is a list of the parameters of these functions and examples.

MPI_Allgather (void * sbuf, int count, MPI_Datatype stype, void * rbuf, int rcount,

MPI_Datatype rtype, MPI_Comm comm)

Example (scount = 2, rcount = 2):

sbuf rbuf
Process 0: ( a0 al ) (a0 al | b0 bl | c0 cl)
Process 1: ( b0 bl ) == (a0 al | b0 bl | cO cl )
Process 2: ( c0 cl ) (a0 al | b0 bl | c0 cl)

MPI_Allgatherv(void * sbuf, int scount, MPI_Datatype stype, void * rbuf, int * rcounts,
int * displs, MPI_Datatype rtype, MPI_Comm comm)
Example (rcounts = {2, 1, 3}, displs = {0, 2, 3}):

sbuf rouf
Process 0: ( a0 al ) (a0 al | b0 | cO cl c2)
Process 1: ( b0 ) ==> (a0 al | b0 | cO cl c2)
Process 2: ( c0 cl c2 ) (a0 al | b0 | c0 cl c2 )

The most complex collective operation is the all-to-all operation, in which
each process sends data to all processes of the communicator. The MPI_Alltoall
function sends the same amount of data from each process:

MPI_Alltoall(void * sbuf, int scount, MPI_Datatype stype, void * rbuf, int rcount,

MPI_Datatype rtype, MPI_Comm comm)

Example (scount = 2, rcount = 2):

sbuf rouf
Process 0: ( a0 al | a2 a3 | a4 ab ) (a0 al | b0 b1 | c0 cl )
Process 1: (b0 bl | b2 b3 | b4 b5 ) ==> (a2 a3 | b2 b3 | c2 c3)
Process 2: (cOcl | c2c3 | c4ch) (a4 a5 | bd b5 | c4 ch5)

The MPI_Alltoallv function causes each process to broadcast different amount
of data to all other processes. The data sent to each process must be placed in the
source buffer at an offset determined by the corresponding element of the sdispls
array. The data received from each process is written to the destination buffer at
an offset determined by the corresponding element of the rdispls array:

MPI_Alltoallv(void * sbuf, int * scounts, int * sdispls, MPI_Datatype stype, void * rbuf,

int * rcounts, int * rdispls, MPI_Datatype rtype, MPI_Comm comm)
Example:
sbuf rouf

Process 0: (a0 al | a2 | a3 a4 ) (a0 al | b0 | c0 cl c2)

Process 1: (b0 | bl b2 b3 | b4 b5 ) ==> ( a2 | bl b2 b3 | c3 )

Process 2: (cOclc2 | c3 | c4d) (a3 a4 | b4 b5 | cd)

45



46

The collective functions described above (except for the MPI_Barrier func-
tion) are considered in the tasks of the first subgroup of the MPI13Coll group (see
Section 2.3.1). In addition, they are actively used in subsequent task groups. In
particular, when solving the MPI5Comm3 task (see Section 1.2.7), the
MPI_Gather function is used, and when solving the MPI5Comm17 task (see Sec-
tion 1.2.8), the MPI_Scatter function is used. The MPI_Barrier function is used in the
final tasks of the MP17Win and MPI8Inter groups (Sectons 2.7.2 and 2.8.3).

In all collective functions of the MPI-1 standard that contain array of dis-
placements displs, these displacements are specified in elements of the send-
ing/receiving data. However, in some situations involving the exchange of com-
plex data types, it is desirable to specify displacements in bytes rather than ele-
ments. Therefore, in the MPI-2 standard, the set of collective functions was sup-
plemented by the MPI_Alltoallw function, which performs the same action as the
MPI_Alltoallv function, but allows displacements to be specified in bytes. In addi-
tion, in this version of the collective function, each process can send data of dif-
ferent types to different processes:

MPI_Alltoallw(void * sbuf, int * scounts, int * sdispls, MPI_Datatype * stypes, void * rbuf,

int * rcounts, int * rdispls, MPI_Datatype * rtypes, MPI_Comm comm)

The MPI_Alltoallw function can be used to implement variants of the gather
and scatter operations, in which offsets are specified in bytes, and data of differ-
ent types is gathered or scattered. A special subgroup of the MPI4Type group is
devoted to this function (see Section 2.4.4). The inclusion of tasks for the
MPI_Alltoallw function in the section devoted to derived types is due to the fact that
this function is intended, first of all, for collective exchange of complex data
types. This function is subsequently used in the subgroup of the MPI9Matr
group, devoted to the Fox’s block algorithm for matrix multiplication (see Sec-
tion 2.9.5).

1.2.5. Reduction operations and using composite data types

MPI functions includes a group of functions that perform reduction opera-
tions, i. e. operations associated with sending not the original data, but the re-
sults of their processing by some group operation of the MPI_Op type. The most
frequently used operations are finding the sum MPI_SUM, the product MPI_PROD,
the maximum MPI_MAX or the minimum MPI_MIN value. The logical operations
MPI_LAND, MPI_LOR, MPI_LXOR and their bitwise analogs MPI_BAND, MPI_BOR,
MPI_BXOR are also provided. Among the reduction operations, a special place is
occupied by the operations MPI_MAXLOC and MPI_MINLOC, which allow finding
not only the maximum or minimum element among the elements provided by
each process, but also its number (the rank of the process containing this ex-
tremal element is usually used as the number).

The wuser can define a new reduction operation op; the
MPI_Op_create(MPI_User_function * function, int commute, MPI_Op * op) function is pro-
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vided for this purpose. The first parameter function is a pointer to the function in
which the new operation is defined. The operation being defined must necessari-
ly be associative. If it is also commutative, then the parameter-flag commute must
be non-zero. The prototype of the function parameter has the following form:

typedef void MPI User function(void * invec, void * inoutvec,
int * Ten, MPI Datatype * datatype);

The parameters invec and inoutvec are pointers to arrays containing len ele-
ments of type datatype. The elements of the arrays invec[i] and inoutvec [i], i= 0, ...,
len—1, are considered, respectively, the left and right operands of the user-
defined operation; the result of applying this operation to the elements invec[i] and
inoutvecli] is to be stored in the element inoutvec[i]. Thus, the array invec is the input
parameter, and the array inoutvec is both the input and output parameter (which
explains the choice of their names).

If a user operation is intended to be applied only to data of a fixed type,
then when defining it, you can assume that the invec and inoutvec arrays have the
required type and not analyze the datatype parameter.

The MPI-1 standard defines four functions that perform reduction opera-
tions: MPI_Reduce, MPI_Allreduce, MPI_Reduce_scatter, and MPI_Scan.

The MPI_Reduce function performs a global operation, returning the results
to the specified destination process root. The parameters of this function are:

void * sbuf — buffer for arguments;

void * rbuf — buffer for the result (output parameter that is used only in the

root process);

int count — the number of arguments for each process;

MPI_Datatype datatype — type of arguments;

MPI_Op op — operation identifier;

int root — the rank of the process receiving data;

MPI_Comm comm — communicator.

Example (count = 3):

sbuf rbuf

Process 0: ( a0 al a2 )

Process 1: ( b0 bl b2 ) ==> ( a0+b0+cO0 al+bl+cl a2+b2+c2 )

Process 2: ( c0 cl c2 )

The MPI_Allreduce function is a version of the MPI_Reduce function in which
the result of the global operation is returned to all processes. Therefore, the
MPI_Allreduce function does not have the root parameter, and the output parameter
rbuf is used in all processes of the comm communicator:

MPI_Allreduce(void * sbuf, void * rbuf, int count, MPI_Datatype datatype, MPI_Op op,

MPI_Comm comm)
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Example:

sbuf rbuf
Process 0: ( a0 al a2 ) ( a0+b0+c0 al+bl+cl az+b2+c2 )
Process 1: ( b0 bl b2 ) ==> ( a0+b0+cO al+bl+cl az+b2+c2 )
Process 2: (c0cl c2) ( a0+b0+c0 al+bl+cl az+b2+c2 )

Another version of the MPI_Reduce function is the MPI_Reduce_scatter func-
tion. It also does not contains the root parameter. Unlike the MPI_Allreduce func-
tion, it does not send the full set of results of the global operation to all
processes, but distributes the obtained results among the processes, and each
process can receive a different number of result elements:

MPI_Reduce_scatter(void * sbuf, void * rbuf, int * rcounts, MPI_Datatype datatype,

MPI_Op op, MPI_Comm comm)

In this case, the third parameter rcounts is an array that specifies the number
of result elements sent to each process (note that the sum of the values of the
rcounts array elements determines the size of the sbuf buffer in each process).

Example (rcounts = {1, 3, 2}):

sbuf rbuf
Process 0: ( a0 al a2 a3 a4 ab) ( a0+b0+c0 )
Process 1: ( b0 bl b2 b3 b4 b5) ==> ( al+bl+cl az+b2+c2 a3+b3+c3 )
Process 2: ( c0 cl c2 c3 c4 cb) ( ad+b4+c4 a5+b5+ch )

Finally, the MPI_Scan function performs a sequence of partial global opera-
tions: the result of the global operation for processes from zero to i inclusive is
sent to the i-th process of the communicator. This function has the same set of
parameters as the MPI_Allreduce function.

Example:

sbuf rbuf
Process 0: ( a0 al a2 ) ( a0 al a2 )
Process 1: ( b0 bl b2 ) ==> ( a0+b0 al+bl a2+h2 )
Process 2: ( c0 cl c2 ) ( a0+b0+c0 al+bl+cl az+b2+c2 )

Note. In the MPI-2 standard, the set of functions related to reduction opera-
tions was expanded. We will describe one of the new functions,
MPI_Reduce_scatter_block, since it is used in the MPI8Inter group tasks (see
Section 2.8.3). The function MPI_Reduce_scatter_block(void * sbuf, void * rbuf, int
rcount, MPI_Datatype datatype, MPI_Op op, MPI_Comm comm) is a simplified ver-
sion of the MPI_Reduce_scatter function, in which each process is sent a block
of the result data of the same size rcount (as opposed to the rcounts array used
in the MPI_Reduce_scatter function). The value of rcount determines the size of
the result buffer rbuf. The buffer for the arguments sbuf must contain K
*rcount elements, where K is the number of processes in the communicator
comm.
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The second subgroup of the MPI3Coll group (see Section 2.3.2) is devoted
to collective reduction operations. Let us consider one of the tasks included in it,
during solving of which we will also become acquainted with an example of the
use of composite data types (structures) in MPI programs.

MPI3 Coll 23. A sequence of K + 5 real numbers is given in each
process; K is the number of processes. Using the MPI_Allreduce function
with the MPI_MINLOC operation, find the minimal value among the ele-
ments of all given sequences with the same order number and also the rank of
process that contains this minimal value. Output received minimal values in
the master process and output corresponding ranks in each slave process.

When we run the template program created to solve the MPI3Coll23 task,
we will see a task window on the screen similar to the one shown in Fig. 15.

@ Programming Taskbook - 2neKTpOHHbIA 3a4a4HKK MO NpOrpaMMUpoBaHuK [C++] @

KONNEKTUBHBIE ONEPALIMK PEOYKLIMIA Pesynetatel (F2)  LigeT (F3) Pexum (F4)
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Fig. 15. MPI3Coll23 task demo running

Each process provides an array of numbers of the same size, and the reduc-
tion operation is applied individually to the elements of the provided arrays with
the same index; the result is an array of the same size, each element of which is
the result of applying the reduction operation to the elements of the original ar-
rays with the same index.

When using the MPI_MAXLOC and MPI_MINLOC operations, the source data
sets must contain pairs of numbers: the actual number to be processed and its
index. Therefore, the program must define an auxiliary structure for storing such
pairs. In our case, real numbers must be processed, so the first element of the
pair will be real, and the second will be integer:

struct MINLOC Data
{

double a;
int n;

Y
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To store the initial data, each process must allocate an array of elements of
the MINLOC_Data type, and the same array must be used to store the results of the
reduction operation. The size of the data set that will have to be stored in these
arrays is not known in advance, since it is related to the number of processes in
the parallel program. Therefore, you can either allocate memory for arrays dy-
namically (after the program knows the number of processes size), or use static
arrays, the size of which will be sufficient for any sets of initial data. When ex-
ecuting the MPI3Coll23 task, we will use static arrays (the features associated
with the use of dynamic arrays, as well as vector<T> containers, will be discussed
in the next section). Having run the created template program several times, we
can see that for this task the number of processes can vary in the range from 3 to
5. Thus, given that the size of the initial data sets is K + 5, where K is the num-
ber of processes, it is enough for us to declare arrays of size 10 in the Solve func-
tion:

MINLOC_Data d[10], res[10];

Initialization of the source array d must be performed in each process of the
parallel program:
for (int 1 =0; 1 < size +5; it++)
{
pt >> d[i].a;
dli]l.n = rank;
}
After running this version of the program, we will receive a message that
all initial data has been successfully input (Fig. 16).
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Fig. 16. The taskbook window with information about the successful input of the initial data
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Before output the results, it is necessary to perform the corresponding col-
lective reduction operation. It must be performed in all processes, after which in
the master process (of rank 0) it is necessary to output the field a of each ele-
ment of the resulting array res (i. e., the minimum value selected from all ele-
ments of the original arrays with a given index), and in the remaining (slave)
processes it is necessary to output the field n (i. e., the rank of the process with
this minimum value):

MPI Allreduce(d, res, size + 5, MPI DOUBLE INT, MPI MINLOC,
MPI COMM_WORLD);

for (int 1 =0; i <size + 5; i++)

if (rank == 0)
pt << resl[i].a;

else
pt << res[i].n;

Note two important points. First, the source and result arrays are passed to
MPI functions as pointers to their initial element, so the first two parameters of
the MPI_Allreduce function are simply the array identifiers d and res. Second, the
type name specified as the fourth parameter must match the element type of the
arrays being processed (in this case, one of the standard MPI types must be spe-
cified: MPI_DOUBLE_INT, which corresponds to a structure of two fields, a real
field and an integer field). In situations where the standard data types provided
by the MPI library are insufficient, new MPI types must be defined (this topic is
covered in the MP14Type task group).

When you run the resulting program, a message will be displayed stating
that the task has been solved.

In conclusion, we present the full text of the solution to the MPI3Coll23

task:

struct MINLOC Data

{
double a;
int n;

}s

void Solve()

{
Task("MPI3Co1123");
int flag;
MPI Initialized(&flag);
if (flag == 0)

return;

int rank, size;
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MPI Comm size(MPI COMM WORLD, &size);
MPI Comm_rank(MPI _COMM_WORLD, &rank);
MINLOC Data d[10], res[10];
for (int 1 = 0; i <size +5; i++)
{
pt >> d[i].a;
d[i].n = rank;
}
MPI Allreduce(d, res, size + 5, MPI DOUBLE INT, MPI MINLOC,
MPI_COMM_WORLD) ;
for (int 1 =0; 1 < size +5; i++)
if (rank == 0)
pt << resl[i].a;
else
pt << res[i].n;

}

1.2.6. Defining derived datatypes and packing data using dynamic arrays
and vector containers

MPI library provides a large set of functions for defining new types (de-
rived datatypes), the use of which allows to simplify and speed up the actions on
sending complex data. Examples of complex data are structures consisting of
fields of different types, as well as fragments of multidimensional arrays with
"empty" gaps (for example, any column of a two-dimensional matrix). In order
to take into account both of these features when defining a new datatype, two
sets of characteristics are associated with the new datatype: a sequence of base
types and a sequence of displacements. Thus, a derived datatype can contain
elements of different base types and, in addition, these elements may not be lo-
cated consecutively, but with some displacements relative to each other (the dis-
placements can be both positive and negative). Not only standard MPI types (for
example, MPI_INT or MPI_DOUBLE) can be used as base types, but also previously
defined derived datatypes.

The simplest of the MPI functions for defining new datatypes is
MPI_Type_contiguous(int count, MPI_Datatype oldtype, MPI_Datatype * newtype), which
creates a derived datatype newtype consisting of count consecutive elements of the
base type oldtype. In this and all subsequent functions for defining a new type, the
only output parameter is the last parameter, a reference to the derived datatype.

Example (count = 5):

Original type: [T1]

Derived type: [TLILTLJLTIICTIILTL]
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Types created with the MPI_Type_contiguous function are typically used as
"building blocks" in defining more complex types.

More useful features are provided by the function MPI_Type_vector(int count,
int blocklen, int stride, MPI_Datatype oldtype, MPI_Datatype * newtype), which creates a de-
rived datatype newtype consisting of count blocks, each of which contains the
same number blocklen of elements of the base type oldtype and is located at the
same distance stride from the beginning of the previous block (the distance is
specified in the number of elements of the base type).

Example (count = 3, blocklen = 2, stride = 5):

Original type: [T1]

A memory area equal to the Tength of the original type: [..]

Derived type: [T1I[T11C..JC..1C..JCTIICTLIC..O0. .00, ICT1I0T1]

The datatype given in the example can be interpreted as two adjacent col-
umns of a 3 by 5 matrix (3 rows, 5 columns), not necessarily the first two col-
umns. If, for example, the position of the third element in the first row of the
matrix is specified as the starting address, then this type will contain elements of
the third and fourth columns.

If the blocks in the new type are of different sizes or there should be differ-
ent distances between them, then the more complex MPI_Type_indexed function
should be used with array parameters: MPI_Type_indexed(int count, int * blocklens, int *
displs, MPI_Datatype oldtype, MPI_Datatype* newtype). This function creates a derived
datatype newtype consisting of count blocks, each of which can contain a different
number of elements of the base type oldtype and is located at a specified distance
from the starting position of the datatype being defined. The number of elements
for the different blocks is specified in the blocklens array of size count, and the dis-
tances are measured in elements of the base type and are contained in the displs
array of size count.

Example (count = 4, blocklens = {2, 3, 1, 2}, displs = {0, 3, 8, 12}):

Original type: [T1]

A memory area equal to the length of the original type: [..]

Derived type:

CTLICTIIC. OCTLICTIIeTaaC. JI0. J0Taa0. JI0. O, JCT1I0TL]

Note that the MPI_Type_vector function specifies the distance between the
beginnings of adjacent blocks, while the MPI_Type_indexed function specifies an
array of distances from the starting position of the derived datatype.

The most flexible of the functions for defining new datatypes is
MPI_Type_struct with parameters (int count, int * blocklens, MPI_Aint * displs, MPI_Datatype
* oldtypes, MPI_Datatype * newtype). In the MPI-2 standard, the name of this function
was changed to MPI_Type_create_struct. This function differs from
MPI_Type_indexed in two ways: first, the array displs of offsets from the starting
position of the type being defined contains offsets in bytes, and second, each
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block has its own base type (the base types are specified in the oldtypes array).
The elements of the array of offsets displs have the MPI_Aint type; this type is in-
tended to store offsets between different addresses in memory and is imple-
mented as a signed integer type, the size of which is sufficient to store any poss-
ible offset in the address space.

Example:

Initial types: [T1], [T2]1, [T3], [T4]
A section of memory equal to 1 byte (denoted by a dot): .
Derived type: [TLI[TL1].[T2]1[T2][T2]...[T3]..... [T4][T4]

Note that the MPI library provides versions of the MPI_Type_vector and
MPI_Type_indexed functions, for which the offsets are also specified in bytes ra-
ther than elements (and are of type MPI_Aint). In the MPI-1 standard, these func-
tions are named MPI_Type_hvector and MPI_Type_hindexed, and in the MPI-2 stan-
dard, they are named MPI_Type_create_hvector and MPI_Type_create_hindexed.

In the MPI-2 standard, the set of functions for defining new datatypes was
expanded. Without describing all the added functions, we will note one of them,
which occupies an intermediate position between MPI_Type_vector and
MPI_Type_indexed. This is the function MPI_Type_create_indexed_block(int count, int
blocklen, int * displs, MPI_Datatype oldtype, MPI_Datatype * newtype). It defines a derived
datatype newtype consisting of count blocks, each of which consists of blocklen
elements of the base type oldtype and is at a specified distance from the starting
position of the type being defined (the distances are specified in the number of
elements of the base type and are contained in the displs array of size count). This
function differs from MPI_Type_indexed in that all blocks in the type it defines
have the same size, and therefore it is specified not by an array, but by the scalar
parameter blocklen of an integer type (as in MPI_Type_vector).

All the functions described are local, i. e. they can be called only in some
parallel processes, which subsequently use new datatypes (to define other new
datatypes or send/receive data).

If a new type is to be used when sending/receiving messages, it must be
additionally registered by calling the MPI_Type_commit(MPI_Datatype* datatype)
function for it. In this case, the datatype parameter is both input and output. Un-
registered types can be used when defining new datatypes, but they cannot be
used when sending data.

Note 1. The absence of a call to the MPI_Type_commit function does not pre-
vent the execution of parallel programs on the local computer when using
the MPICH 1.2.5 system. However, in the case of the MPICH2 1.3 system,
an attempt to specify an unregistered type when sending data results in an
error.

A derived datatype can be destroyed by releasing the descriptor (of type
MPI_Datatype) associated with it. This is done by the function
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MPI_Type_free(MPI_Datatype * datatype), in which the parameter datatype is both input
and output. After calling this function, the value MPI_DATATYPE_NULL is assigned
to its parameter. It should be emphasized that derived types defined using this
datatype are preserved even after its destruction.

The two main characteristics of an MPI type are extent and size. Extent is
the number of bytes that the type occupies in memory (including all empty spac-
es between its blocks). Size is the total size (in bytes) of all blocks, excluding
spaces between them. While extent characterizes the amount of memory allo-
cated to store an element of the given datatype, size determines the number of
bytes used to send an element of the given datatype to other processes (since
empty spaces are not included in the generated message). For standard MPI
types (MPI_INT, MPI_DOUBLE, MPI_CHAR, etc.), extent and size are the same.

Two functions are provided in the MPI-1 standard for determining extent
and size: MPI_Type_extent(MPI_Datatype datatype, MPI_Aint * extent) and
MPI_Type_size(MPI_Datatype datatype, int * size). The first returns the extent of the type
datatype, and the second returns its size.

Sometimes, when defining a new datatype, it is desirable to specify a start-
ing or ending empty space (“hole™) for it. The MPI-1 standard provides special
base types (pseudotypes) for this purpose: MPI_LB and MPI_UB, which are not as-
sociated with any actual data and have zero size and extent. They can be used in
the MPI_Type_struct function as "markers" for the starting and ending position of
the type being defined. For example, if in the MPI_Type_struct function, when de-
fining the type1 type, we include three elements in the oldtypes array: MPI_LB,
MPL_INT, MPI_UB, defining the blocklens and displs arrays as follows: blocklens = {1, 1,
1}, displs = {-3, 0, 6}, then the type1 type will contain one integer element, before
which there will be an initial interval of 3 bytes, and the upper limit of the type
will be located at a distance of 6 bytes from the first byte occupied by the integer
element. Thus, the size of the created type will be equal to the size of the MPI_INT
type (usually 4 bytes), and the extent will be equal to 9 bytes (byte number 6 is
not included in the extent, since the MPI_UB type, like MPI_LB, has no extent):

MPI LB MPI INT MPI UB

[ R B

-3-2-10 1 2 3 4 5

If we now use the MPI_Type_contiguous function with parameters (2, type1,
&type2) to define a new type type2, this type will contain two integer elements and
its length will be 18 bytes:

MPI LB MPI_INT MPI_INT MPI_UB

[ U I R B
32101 234567 89 10111213 14 15
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Note that when merging multiple types with explicitly specified boundary
markers, all markers are removed except for the leftmost boundary of MPI_LB and
the rightmost boundary of MPI_UB.

The way of defining initial and final intervals based on the use of markers
used in the MPI-1 standard has a drawback: explicitly specified boundaries of
the original type cannot be reduced when defining a new datatype; they can only
be increased by specifying new markers MPI_LB and MPI_UB. For this reason, a
new, more flexible and convenient method of specifying the initial and final
empty interval when defining a new datatype was proposed in the MPI-2 stan-
dard. It is based on the use of a special function
MPI_Type_create_resized(MPI_Datatype oldtype, MPI_Aint Ib, MPI_Aint extent, MPI_Datatype
* newtype). In it, to define a new type newtype, the base type oldtype, the new posi-
tion of the left boundary Ib and the new extent are specified. For example, to de-
fine the datatype type1 described above, it is sufficient to use the following call:

MPI Type create resized(MPI INT, -3, 9, &typel);

If the original type oldtype already had initial and final empty intervals, the
MPI_Type_create_resized function removes them and creates new ones; thus, for
the new type, they can be either increased or decreased. If only the final empty
interval is required, the Ib parameter should be set equal to 0.

A new function was also added to the MPI-2 standard that allows one to
simultaneously determine the left bound Ib and the extent of a datatype:
MPI_Type_get_extent(MPI_Datatype datatype, MPI_Aint * Ib, MPI_Aint * extent). The pre-
vious function MPI_Type_extent was declared obsolete.

MPI interface also provides another way to form messages containing data
of different types. This method is based on packing data in the sending process,
sending data and then unpacking it in the receiving process. The advantage of
this method is that it does not require defining new datatypes, and the disadvan-
tage is the need to use an additional buffer to store the packed data.

MPI_Pack function is used for data packing with the following parameters:

void * inbuf — input buffer with initial data;

int incount — the number of elements in the input buffer;

MPI_Datatype datatype — type of elements in the input buffer;

void* outbuf — output buffer with packed data (output parameter);

int outsize — output buffer size (in bytes);

int * position — current position in the output buffer in bytes (input and output

parameter);

MPI_Comm comm — the communicator for which data is packed.

MPI_Pack function packs incount elements of type datatype into the output buf-
fer outbuf, starting at the specified position. After this operation, the position para-
meter is incremented, defining the new current position in the output buffer. The
first time the function is called for a given output buffer, the position parameter
should be set to 0. After the last call to the function for a given output buffer, the
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position parameter will be equal to the size of its filled part (in bytes). Care must
be taken to ensure that the outsize of the output buffer is large enough to hold all
the packed data (i. e., that the final value of the position parameter does not ex-
ceed the outsize value).

Note that when packing (and subsequently unpacking) you must specify the
communicator used to send the packed data.

When sending packed data, a special type MPI_PACK is specified, and the
size is specified in bytes.

MPI_Unpack function unpacks the received message on the receiving process
side. Its parameters are:

void * inbuf — input buffer (with packed data);

int insize — input buffer size (in bytes);

int * position — current position in the input buffer in bytes (input and output

parameter);

void * outbuf — buffer with unpacked data (output parameter);

int outcount — the number of elements extracted from the input buffer;

MPI_Datatype datatype — the type of elements extracted from the input buffer;

MPI_Comm comm — the communicator from which the unpacked data was re-

ceived.

Unpacking starts at the specified position of the input buffer. After this opera-
tion, the value of the position parameter is incremented, defining the new current
position in the input buffer. The first time MPI_Unpack is called for a given input
buffer, the position parameter should be set to 0.

There is also a function MPI_Pack_size(int incount, MPI_Datatype datatype,
MPI_Comm comm, int * size) that allows you to determine the memory size (in bytes)
that is sufficient to store incount packed data of type datatype. It should be noted,
however, that the returned value size may be larger than what is actually re-
quired to store the specified number of packed data.

Tasks that allow you to get acquainted with all the capabilities described
above are collected in the MP14Type group (see Section 2.4). The first subgroup
of this group examines basic methods for defining new datatypes, the second
subgroup is devoted to sending packed data. The third subgroup presents more
meaningful examples of defining new datatypes, associated mainly with parts of
two-dimensional arrays (matrices); in these examples, in particular, it is neces-
sary to additionally define types with final empty spaces.

Let us consider the first task from the third subgroup of the MPI14Type
group.

MPI14Typeld4 . Two sequences of integers are given in the master
process: the sequence A of the size 3K and the sequence N of the size K,
where K is the number of slave processes. The elements of sequences are
numbered from 1. Send Ny elements of the sequence A to each slave process
R(R=1,2,...,K) starting with the Az and increasing the ordinal number by 2
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(R, R+ 2, R+ 4, ...). For example, if N, is equal to 3, then the process 2
should receive the elements A,, A4, Ag. Output all received data in each slave
process. Use one call of the MP1_Send, MPI_Probe, and MPI_Recv functions
for sending numbers to each slave process; the MPI_Recv function should re-
turn an array that contains only elements that should be output. To do this, de-
fine a new datatype that contains a single integer and an additional empty
space (a hole) of a size that is equal to the size of integer datatype. Use the
following data as parameters for the MPI_Send function: the given array A
with the appropriate displacement, the amount N of sending elements, a new
datatype. Use an integer array of the size N and the MPI_INT datatype in the
MPI_Recv function. To determine the number Nr of received elements, use
the MP1_Get_count function in the slave processes.

Note. Use the MPI_Type create_resized function to define the hole size
for a new datatype (this function should be applied to the MPI_INT datatype).
In the MPI-1, the zero-size upper-bound marker MPI_UB should be used
jointly with the the MPI_Type_struct for this purpose (in MPI-2, the MP1_UB
pseudo-datatype is deprecated).

When you run the template program created for this task, a window will
appear on the screen with a version of the initial data and an example of the cor-
rect results (Fig. 17). In order to reduce the size of the window, the section with
the task formulation is hidden in it (to hide and then restore the section with the
formulation, simply press the [Del] key).
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Fig. 17. MP14Typel4 task demo running

In this task, it is necessary to send elements of array A from the master
process to the slave processes, going through "every other one” of them. If you
do not create new types, you will have to either send "extra" data (which will
lead to an increase in the size of the messages being sent, as well as the need to
allocate additional memory in the receiving processes), or preliminarily, before
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sending, copy the required elements into an auxiliary buffer (which will require
the allocation of additional memory in the sending process, as well as additional
actions in this process to copy the necessary data into the auxiliary buffer).

In order to implement the transfer of the required data in an efficient man-
ner both on the sender and on the receiver side, an auxiliary datatype should be
defined, and only for the sending process. Using this type, we will be able to
form a message containing only the necessary elements of the array A. For the
receiving process, a new type is not required, since the message received by this
process will not contain “extra" data.

At the first stage of the solution, we will deal with the input of the initial
data in the master process. Since the sizes of the initial arrays depend on the
number of parallel processes, we will use dynamic memory allocation for them:

if (rank == 0)

{

int k = size - 1;
int *a = new int[3 * kJ;
int *n = new int{k];
for (int i =0; 1 <3 *k; i++)
pt > alil;
for (int 1 =0; 1 < k; i++)
pt >>n [i];
// define a new datatype and send a message
deletel[] a;
delete[] n;

}

After finishing working with the created dynamic arrays, we free the mem-
ory allocated for them using the delete[] operator.

When you launch a new version of the program, the taskbook window will
display the message "Correct data input: all required data are input, no data
are output.”

Now we will define the new datatype (the corresponding operators should
be placed in the position marked with a comment). To illustrate the capabilities
of both the MPI-1 and MPI-2 standards, we will describe two versions of such a
definition.

In the first version, we will use only the means of the MPI-1 standard:

MPI Datatype t;

int int_sz;

MPI Type size(MPI INT, &int sz);

int blocklens[] ={ 1, 1 };

MPI_Datatype oldtypesC] = { MPI_INT, MPI_UB };

int displs[] = {0, 2*int sz };
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MPI Type struct(2, blocklens, displs, oldtypes, &t);

First, we use the MPI_Type_size function to determine the size of an element
of the integer type MPLLINT. Then, using the MPI_Type_struct function, we create a
structure of two blocks (each of length 1), the first block containing a single in-
teger and the second block containing an MPI_UB element (upper bound marker)
that can be used to specify the final empty space for the defined data type t. Re-
call that the offsets for each block (specified in the displs array) are specified in
bytes and are counted from the beginning of the first block.

To check the correctness of the created datatype, we will display its charac-
teristics (size and extent) in the debug section:

int t sz, t ext;

MPI Type size(t, &t sz);

MPI Type extent(t, &t ext);

Show("size = ", t sz);

Show("extent = ", t _ext);

When running this version of the program, the taskbook window will look
like the one shown in Fig. 18. We see that the extent of the created type is in-
deed twice the size of the base type MPI_INT (equal to 4 bytes). The sizes of the
new type and the MPI_INT type coincide, since the created type contains a single
integer element.

If we use the tools introduced in the MPI-2 standard, then when defining
the type t we can do without auxiliary arrays:

MPI Datatype t;

int int _sz;

MPI Type size(MPI INT, &int sz);

MPI Type create resized(MPI_INT, 0, 2 * int sz, &t);

The characteristics of a type created using the MPI_Type_create_resized func-
tion will, of course, coincide with the corresponding characteristics of a type
created using the MPI-1 standard.

To complete the program fragment corresponding to the master process, we
only need to use the created type to send the required data to the slave processes,
having previously registered it using the MPI_Type_commit function:

MPT Type commit(&t);

for (int 1 = 1; i < size; i++)

MPI Send(&al[i - 11, n[i - 11, t, i, 0, MPI COMM WORLD) ;

Note 2. If the MPI_Type_commit function had not been called in the program,

then when using the MPICH2 1.3 system, the following MPI error message

would have been displayed in the taskbook window: “Error

MPI_ERR_TYPE: Datatype has not been committed .
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Fig. 18. Window with information about the created datatype

It remains to define the fragment corresponding to the slave processes by
adding the else branch to the if (rank == 0) statement:

else
{
MPI Status s;
MPI Probe(0, 0, MPI COMM WORLD, &s);
int n;
MPI Get count(&s, MPI INT, &n);
int *a = new int(n];
MPI Recv(a, n, MPI INT, 0, 0, MPI COMM WORLD, &s);
for (int 1 =0; i <n; i++)
pt << ali];
deletel] a;
}

To determine the amount of data to receive, we use the MPI_Probe function,
then create a receiving buffer of the required size and filled it in the MPI_Recv
function.

Note that when solving this task, we encounter for the first time a situation
where the type of data being sent (t) does not match the type of data being re-
ceived (MPLINT). In addition, it should be emphasized that in the slave processes
we did not use the new type and at the same time we received exactly the data
that needed to be sent from the master process, and in the receiving buffer (un-
like the sending buffer) the received data are located without any “holes”.
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When you run the final version of the program, a message will be displayed
stating that the task has been solved.

Here is the full text of the resulting solution, which uses the capabilities
added to the MPI-2 standard:

#include "pt4.h"
#include "mpi.h"
void Solve()
{
Task("MPI4Typeld");
int flag;
MPT Initialized(&flag);
if (flag == 0)
return;
int rank, size;
MPI Comm_size(MPI COMM WORLD, &size);
MPI Comm_rank(MPI_COMM_WORLD, &rank);
if (rank == 0)
{
int k = size - 1;
int *a = new int[3 * kJ;
int *n = new int[k];
for (int 1 =0; 1 <3 *k; i++)
pt >> ali];
for (int 1 =0; 1 <k; i++)
pt >> n[i];
MPI Datatype t;
int int_sz;
MPI Type size(MPI INT, &int sz);
MPI Type create resized(MPI INT, 0, 2 * int sz, &t);
MPI Type commit(&t);
for (int 1 =1; i < size; i++)
MPI Send(&ali - 11, n[i - 11, t, i, 0,
MPI_COMM_WORLD) ;

deletel] a;
deletel[] n;
}
else
{

MPI Status s;
MPI Probe(0, 0, MPI _COMM WORLD, &s);
int n;
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}

J

MPI Get count(&s, MPI INT, &n);
int *a = new int[n];
MPI Recv(a, n, MPI INT, 0, 0, MPI COMM WORLD, &s);
for (int 1 =0; i <n; i++)
pt << ali];
deletel[] a;

Instead of arrays (static or dynamic) in C++ programs, you can use the
"vector" container std::vector<T> from the Standard Template Library STL [2].
This will allow using additional capabilities for input/output related to the pt
stream iterators (see Section 4.1.2). Here is a solution to the MPI14Typel4 task,
in which vectors are used instead of arrays (added program fragments are hig-
hlighted in bold, and deleted fragments are striked out):

#include "pt4.h"

#include "mpi.h"

#include <vector>

#include <algorithm>

void Solve()

{

Task("MPI4Typeld");

int flag;

MPT Initialized(&flag);
if (flag == 0)

return;

int rank, size;

MPI Comm size(MPI COMM WORLD, &size);
MPI_Comm_rank(MPI_COMM WORLD, &rank);
if (rank == 0)

{

int kK = size - 1;
1 *a — 1 *
Ft2p=newInttkds

foar (int 4 = N- 3
LIAYA AL "2 T \J, T

4o
%

o

.
b
h

std::vector<int> a(ptin iterator<int>(3 * k),
ptin_iterator<int>()),
n(ptin_iterator<int>(1 * k), ptin iterator<int>());
MPI Datatype t;
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int int_sz;
MPI Type size(MPI INT, &int sz);
MPI Type create resized(MPI INT, 0, 2 * int sz, &t);
MPI Type commit(&t);
for (int i =1; 1 < size; i++)
MPI Send(&al[i - 11, n[i - 11, t, 1, 0,
MPI COMM WORLD) ;

e e
e
}
else
{
MPI Status s;
MPI Probe(0, 0, MPI _COMM WORLD, &s);
int n;
MPI Get count(&s, MPI INT, &n);
T T ——
std::vector<int> a(n);
MPI Recv(&a[0], n, MPI INT, 0, 0, MPI COMM WORLD, &s);
copy(a.begin(), a.end(), ptout iterator<int>());
for (Gt 3 =0+ 3 < A+ Ft)
s e e
}

}

Let us comment on the corrections made.

To be able to work with vectors, the standard header <vector> must be in-
cluded in the program. In addition, we have included the header <algorithm>,
which allows the use of STL library algorithms in the program.

When creating a vector, you can immediately fill it with the initial data by
specifying the iterator of the beginning and end of the input stream in the con-
structor. In our case, we use the input stream pt, for which the template iterator
ptin_iterator<T> is defined in the taskbook, allowing you to organize the reading of
data of type T. Constructor with one parameter ptin_iterator<T>(int count) creates an
iterator for reading the required number of elements from the pt stream, the pa-
rameterless constructor ptin_iterator<T>() creates an iterator for the end of the input
stream. If the vector is intended to store a data set received from another
process, then to create it, it is sufficient to use a constructor with one parame-
ter—the required vector size (we used this constructor option in the else branch
of the conditional statement). In this case, the vector is filled with zero values of

type T.
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It is worth paying special attention to the fact that to create the vector n we
specified the expression as the parameter of the first iterator 1 * k instead of vari-
able k. This is explained by the fact that the declaration

std::vector<int> n(ptin_iterator<int>(k), ptin iterator<int>());

Is interpreted by C++ lexical analyzer as a declaration of a function prototype n
with two parameters—pointers to functions. In order for this declaration to be
interpreted in the way we need (i. e. as a declaration of the vector n initialized
with two iterators), it is sufficient to turn the parameter of the first iterator into
an expression, since in this case the resulting declaration can no longer be inter-
preted as a function prototype:
std::vector<int> n(ptin_iterator<int>(1l * k),
ptin_iterator<int>());

There is another way to solve the problem mentioned above—enclose one of the
constructor parameters in parentheses:

std::vector<int> n((ptin_iterator<int>(k)),

ptin_iterator<int>());

When passing a vector as a buffer for sending or receiving data, it is neces-
sary to specify the address of the initial element of the buffer (in particular, in
the else branch we had to change the first parameter a of the MPI_Recv function to
&a[0]).

To output all elements of a vector, it is sufficient to use the copy algorithm,
specifying the begin and end iterators of the beginning and end of the vector as
the first two parameters, and the ptout_iterator iterator for the output stream pt as
the last parameter.

Using C++ template library (and the related means of the electronic task-
book—the iterators ptin_iterator and ptout_iterator), we are able to describe the ac-
tions for input and output of data sets more briefly. In addition, we did not need
to perform special actions related to freeing memory, since the memory allocated
for vectors is freed in their destructors, which are called automatically.

1.2.7. Creating new communicators

Often, for efficient implementation of data transfer, it is convenient to use
auxiliary communicators, which include not all processes of the parallel applica-
tion, but only the required part of them (a group of processes). Tasks for using
auxiliary communicators are collected in three subgroups of the MPI5Comm
group (see Section 2.5). It should be noted that the tasks of the MPI5Comm
group consider only the so-called intracommunicators, associated with one
group of processes. In MPI, it is possible to create another type of communica-
tors, namely, intercommunicators, which are associated not with one, but with
two groups of processes. The MPI8Inter task group (Section 2.8) is devoted to
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intercommunicators, most of which can be executed only in the MPICH2 1.3
system, which supports the MPI-2 standard.

New communicators can be created in three ways.

The simplest way to create a new communicator is to create a copy of an
existing communicator. The MPI_Comm_dup(MPI_Comm comm, MPI_Comm * new
comm) function is designed for this purpose, which must be called in all
processes of the original communicator comm. The new communicator newcomm
includes the same group of processes and has the same additional characteristics
(in particular, some virtual topology—see Section 1.2.8) as the original commu-
nicator comm. Messages sent using one of these communicators do not affect
messages sent using the other in any way; they are sent "over different chan-
nels". Copies of the communicator MPI_COMM_WORLD are often created in addi-
tional parallel libraries and are used to send internal information between
processes that is necessary for the normal operation of these libraries. The user
of the libraries does not have access to these copies and therefore cannot influ-
ence the data transfer performed using them.

Let us emphasize that a usual assignment of the form

MPI_Comm newcomm = comm;

does not create a copy of the communicator comm, it only creates a copy of the
handle associated with the same communicator.

To compare communicators, the function MPI_Comm_compare(MPI_Comm
comm1, MPI_Comm comm?2, int * result) is provided. When comparing different de-
scriptors associated with the same communicator, this function returns the value
MPI_IDENT in the result variable. If different communicators containing the same
set of processes are compared, and these processes are ordered in the same way,
then the value MPI_CONGRUENT is returned (this is the value that will be returned
when comparing the original communicator and its copy created using the
MPI_Comm_dup function). If two communicators contain the same sets of
processes, but the order of the processes in them is different, then the value
MPI_SIMILAR is returned. If communicators contain different sets of processes,
then the value MPI_UNEQUAL is returned.

The second way to create a new communicator requires a preliminary
definition of a new group of processes within an existing communicator. Having
such a group included in the original communicator comm, it is possible to create
a new communicator newcomm that will contain only processes from the group.
The function MPI_Comm_create(MPI_Comm comm, MPI_Group group, MPI_Comm * new-
comm) is intended for this purpose. It must be called in all processes included in
the communicator comm; for those processes that are not included in the speci-
fied group, the value MPI_COMM_NULL will be returned in the newcomm parameter.

Note. In the MPI-2 standard, the capabilities of the MPI_Comm_create func-

tion were extended so that, when it is called once, it is possible to create

several new communicators associated with disjoint groups of processes
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from the original communicator. To do this, in the processes of each of
these groups, it is sufficient to call the MPI_Comm_create function with the
group parameter equal to this group (the MPI_Comm_create function must still
be called in all processes of the original communicator comm). Note that the
new capabilities of the MPI_Comm_create function make it close to the
MPI_Comm_split function (see below for a description of the third method for
creating communicators).

To work with process groups (objects of type MPI_Group), the MPI library
provides many different functions, as well as two constants: MPI_GROUP_EMPTY
(corresponds to an empty group, i. e. a group that does not contain processes) and
MPI_GROUP_NULL (a value used to indicate an erroneous group).

To create a group of all processes of the communicator comm, the function
MPI_Comm_group(MPI_Comm comm, MPI_Group * group) is provided.

For groups, as well as for communicators, there are functions that allow
you to determine the size of the group, i. e. the number of processes included in
it (the function MPI_Group_size(MPI_Group group, int * size)), as well as the rank of
the current (i. e. calling this function) process in the specified group (the func-
tion MPI_Group_rank(MPI_Group group, int * rank)). If the current process is not in the
specified group, then the value MPI_UNDEFINED is returned in the rank parameter.

There is also the function MPI_Group_translate_ranks(MPI_Group group1, int n, int *
ranks1, MPI_Group group2, int * ranks2), which allows to determine the ranks of
processes in group? if their ranks in group1 are known. In this case, the known
ranks of processes in group1 are specified in the ranks1 array (of size n), and the
ranks of the same processes in group2 are returned in the ranks2 array of the same
size (the output parameter). If any of the processes in the first group is not in-
cluded in the second group, then the corresponding element of the ranks2 array is
assigned the value MPI_UNDEFINED.

Groups, like communicators, can be compared. The function
MPI_Group_compare(MPI_Group group1, MPI_Group group2, int * result) returns one of
three values in the result variable:

MPI_IDENT — two groups contain identical sets of processes, and these sets

are ordered identically;

MPI_SIMILAR — two groups contain the same sets of processes, but the order

of the processes in them is different;

MPI_UNEQUAL — two groups contain different sets of processes.

Given a group, you can create a new group containing only a part of the
processes of the original group. For this purpose, the functions MPI_Group_incland
MPI_Group_excl are intended, with the same set of parameters: (MPI_Group group, int
n, int * ranks, MPI_Group * newgroup).

When using the MPI_Group_incl function, the new group includes those
processes of the original group whose ranks are specified in the array ranks of
size n; therefore, the new group will contain n processes. The order of the
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processes in the new group corresponds to the order of the ranks in the array
ranks; thus, a process of the new group of rank i,i=0, ..., n—1, will coincide with
a process of rank ranks[i] of the original group (the array ranks cannot contain
identical elements). If the parameter n is 0, then an empty group equal to the
constant MPI_GROUP_EMPTY is returned.

When using the MPI_Group_excl function, the new group includes those
processes of the original group whose ranks are not specified in the ranks array of
size n; therefore, the new group will contain n fewer processes than the original
group. The order of the processes in the new group corresponds to the order of
the processes in the original group; the order of the elements in the ranks array
does not matter, it is only required that it does not contain identical elements. If
the parameter n is 0, then a group equal to the original group is returned.

There are versions of the functions MPI_Group_incl and MPI_Group_excl that are
convenient to use if the ranks of the included (or, respectively, excluded)
processes form regular ranges. These wversions have the names
MPI_Group_range_incl and MPI_Group_range_excl and the same set of parameters:
(MPI Group group, int n, int ranges [ ][3], MPI Group * newgroup). The ranges parameter is
an array of size n, and its elements are triples, that is, arrays of three integers.
Each such triple defines a range of ranks of the form (first, last, step), which in-
cludes ranks from the first up to and including the last with the step step (step
cannot be zero, but can be negative; in this case, first must be greater than last).
"Degenerate” ranges are allowed, consisting of one process of rank R and de-
fined by a triple of the form (R, R, 1). For the MPI_Group_range_incl function, the
ranges array defines the ranks of processes from the group group included in the
group newgroup (in the specified order), and for the MPI_Group_range_excl function,
the ranks of processes excluded from the group group to obtain the group newgroup.
The ranges in the ranges array must be pairwise disjoint.

Given two initial groups group1 and group2, one can apply one of the set op-
erations to them: union, intersection, difference, resulting in a new group new-
group. For this purpose, the functions MPI_Group_union, MPI_Group_intersection,
MPI_Group_difference are provided, with the same set of parameters: (MPI_Group
group1, MPI_Group group2, MPI_Group * newgroup).

The union consists of all processes of the first group (taken in the same or-
der) supplemented by those processes of the second group (in the same order)
that are not in the first group. The intersection consists of those processes of the
first group (taken in the same order) that are in the second group. The difference
consists of those processes of the first group (taken in the same order) that are
not in the second group. The intersection and difference operations may result in
an empty group; in this case, the newgroup parameter returns the value
MPI_GROUP_EMPTY. The union and intersection operations are not commutative,
since swapping the original groups may change the order of the processes in the
new group.
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Groups and communicators created in the program can be destroyed by
freeing the  descriptors associated with  them. The  functions
MPI_Group_free(MPI_Group * group) and MPI_Comm_free(MPI_Comm * comm) are in-
tended for this purpose. As a result of executing these functions, the value
MPI_GROUP_NULL is returned in the group parameter, and the value
MPI_COMM_NULL is returned in the comm parameter.

The third way to create a new communicator is associated with the
MPI_Comm_split function, which splits the original communicator into a set of
communicators with pairwise disjoint process groups. We will demonstrate the
use of this function using the example of solving one of the tasks included in the
first subgroup of the MPI5Comm group "Process groups and communicators"
(see Section 2.5.1). The tasks from the next two subgroups, associated with vir-
tual topologies, are discussed in Sections 1.2.8 and 1.2.9.

MPI5Comma3. Three integers are given in each process whose rank is a
multiple of 3 (including the master process). Using the MPI_Comm_split
function, create a new communicator that contains all processes with ranks
that are a multiple of 3. Send all given numbers to master process using one
collective operation with the created communicator. Output received integers
in the master process in ascending order of ranks of sending processes (in-
cluding integers received from the master process).

Note. When calling the MP1_Comm_split function in processes that are
not required to include in the new communicator, one should specify the con-
stant MPI_UNDEFINED as the color parameter.

Here is a window of the task book that was displayed on the screen during
the acquaintance running of the program template for this task (Fig. 19).
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B mamIOM IpolLecce, PaHD KOTOpolo OEeNMTCA Ha 3 (BRIDYaA DNaBHHI Opolecc), HgaHH
TPM LEeNHX YMcia. C noMmMombm OYHRIMM MPI_Comm_split cosmaTh HOBHM KOMMYHMHaTOD,
BRIDYADMMH NPOLECCH, PaHT KOTOPHX OeNMMTCA Ha 3. HCOONbB3YA OOHY KONISKTHBHYR
onepalMp NepPechHIIKKM NaHHHX OIA COSOAHHODO KOMMYHMKaTOpa, [NSpeclaTbh MCXOIHHE
uMClla B THNaBHHI Npolecc M BHBECTM STHM YMCNIa B NOPANKE BOSPACTAHMA DAHTOB
nepeclaBOMX KX NPOLESCCOB (BRIDLYaA YMCIa, NOJNYYeHHHE M3 DIaBHOTO IOpolecca).
Yxasanue. [IpM BHSOBE QYHRIUK MPI_Comm_split B IIpoOlLleccax, KOoTopHe He TpefyeTcs
BRIDYATE B HOBHI KOMMYHMKATOpD, B KadeCTBe NapaMeTpa color cHelyeT YKaSHBATL
KoHcTauTy MPI UNDEFINED.
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Fig. 19. Acquaintance running of the MPI5Comm3 task
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Note that the console window displayed text indicating that eight processes
were running in the parallel program:

C:\PT4Work>"C:\Program Files (x86)\MPICH2\bin\mpiexec.exe"
-nopopup_debug -Tocalonly 8 "C:\PT4Work\ptprj.exe"

Thus, in the task we need to organize interaction only between some of the
existing processes. Of course, we can use MPI functions that provide data ex-
change between two processes (as in the solution to the MPI2Send11 task given
in Section 1.2.2), but a more efficient way would be with a suitable collective
data transfer operation. However, collective operations are performed for all
processes included in a certain communicator, so the program must first create a
communicator that includes only processes whose rank is divisible by 3. This
can be done in various ways; we will use the MPI_Comm_split function mentioned
in the task formulation.

The function MPI_Comm_split(MPI_Comm comm, int color, int key, MPI_Comm *
newcomm) splits the set of processes included in the communicator comm into sep-
arate communicators. This function must be called in all processes included in
the communicator comm.

As a result of executing this function, each process of the communicator
comm receives one new communicator newcomm from the created set, which in-
cludes this process. A situation is also possible when some processes will not be
included in any of the created communicators; for such processes, the function
MPI_Comm_split returns an "empty" communicator MPI_COMM_NULL.

The MPI_Comm_split function uses the color parameter to split processes into
new groups. All processes that specify the same color parameter when calling
MPI_Comm_split are included in the same new communicator. Any color must be
specified as a non-negative number. There is also an "undefined color"
MPI_UNDEFINED; it must be specified for processes that should not be included in
any of the new communicators.

The second characteristic used in the MPI_Comm_split function when creating
a new set of communicators is the key parameter. It determines the order in
which the processes will be located in each of the new communicators: the
processes in each communicator are ordered by their keys (if some processes
have the same keys, their order is determined by the MPI environment that con-
trols the parallel program). To preserve the original order of the processes in
each of the newly created communicators, it is sufficient to specify the rank of
this process in the original communicator as the key parameter for each process.

The MPI_Comm_split function's ability to use the MPI_UNDEFINED constant al-
lows new communicators to be created for only some of the existing processes.
Because of the importance of this capability, it is mentioned in the note for this
task.
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Taking into account the features of the MPI_Comm_split function, we will use
it to create a communicator that will include only processes of rank multiple of
three:

MPI Comm comm;
int color = rank % 3 ==0 7 0: MPI _UNDEFINED;
MPI Comm split(MPI COMM WORLD, color, rank, &comm);
if (comm == MPI COMM_NULL)
return;

You can run this version of the program to make sure that we did not make
any mistakes when creating a new communicator (the taskbook will still consid-
er the program launch as acquaintance one, since no input or output of data is
performed in it).

The last conditional statement ensures immediate exit from the process if
the communicator MPI_COMM_NULL is associated with it. Of course, in our case,
the exit condition could analyze the remainder of dividing rank by 3, but the
checking the communicator MPI_COMM_NULL is more universal.

In all other processes, it remains to input three integers, send all the input
numbers to the master process using the collective function MPI_Gather, and out-
put the resulting numbers. To input the original numbers in each process, you
can use an array data of three elements. The size of the resulting array res, which
will be obtained in the master process, depends on the number of processes in
the parallel application. When discussing the MPI3Coll23 task, we noted that in
such a situation you can use either a static array of a sufficiently large size, or a
dynamic array (or a vector std::vector<T>), the size of which will be determined
after the number of processes becomes known. In Section 1.2.5, when solving
the MPI3Coll23 task, we used a static array. When solving the MPI14Typel4d
task, we used dynamic arrays, as well as their alternative from the standard C++
template library, std::vector<T> vectors. In this program we will once again use the
STL library tools, describing the original and resulting data sets data and res as
vectors and using stream iterators pt for their input and output:

MPI Comm_size(comm, &size);
std::vector<int> res(3 * size),
data(ptin_iterator<int>(3), ptin_iterator<int>()),;
MPI Gather(&datal0], 3, MPI INT, &res[0], 3, MPI INT, 0, comm);
if (rank == 0)
copy(res.begin(), res.end(), ptout iterator<int>());

Let us remind you that if you use vectors and algorithms from the STL li-
brary in your program, you need to include the standard headers <vector> and <al-
gorithm> to it.

To find the total number of elements received, we first determined the
number of processes in the created communicator comm (using the
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MPI_Comm_size function), writing this number to the size variable. Since each
process of the communicator comm sends three elements to the master process,
the size of the vector res is assumed to be equal to 3 * size.

Then the MPI_Gather function is called (see Section 1.2.4). Recall that in the
MPI_Gather function, the fifth parameter is not the size of the res buffer, but the
number of elements received from each process. Note also that the MPI_Gather
function receives data from all processes of the comm communicator, including
the root process that is the receiver of all data. When specifying the root process,
we took into account that the process of rank O in the MPI_COMM_WORLD com-
municator is also the process of rank 0 in the comm communicator.

After running the resulting program, we will receive a message that the task
has been solved.

Here is the full text of the resulting solution:

#include "pt4.h"
#include "mpi.h"
#include <vector>
#include <algorithm>
void Solve()
{
Task("MPI5Comm3") ;
int flag;
MPI Initialized(&flag);
if (flag == 0)
return;
int rank, size;
MPI_Comm size(MPI COMM WORLD, &size);
MPI_Comm_rank (MPT_COMM WORLD, &rank);
MPI_Comm comm;
int color = rank # 3 == 0 7 0: MPI UNDEFINED;
MPI Comm split(MPI_COMM WORLD, color, rank, &comm);
if (comm == MPI_COMM_NULL)
return;
MPI Comm_size(comm, &size);
std::vector<int> res(3 * size),
data(ptin_iterator<int>(3), ptin_iterator<int>()),;
MPI Gather(&datal0], 3, MPI INT, &res[0], 3, MPI INT, 0, comm);
if (rank == 0)
copy(res.begin(), res.end(), ptout iterator<int>());

)



MPI Technology: Description and Examples of Use

1.2.8. Cartesian topology

When executing a parallel program, each process can exchange data with
any other process via the standard communicator MPI_COMM_WORLD. If it is ne-
cessary to use some part of the existing processes for organizing interaction be-
tween them (for example, for collective data exchange within only this part of
the processes), then it is necessary to define a new communicator for the re-
quired processes (see Section 1.2.7). However, in a number of situations it is de-
sirable not only to use the required part of the processes (and/or arrange the
processes in a different order), but also to establish additional connections be-
tween them. For these purposes, the MPI library provides tools that allow you to
define a virtual topology.

A virtual topology defines a structure on a set of processes that allows these
processes to be ordered in a more complex way than in usual communicators (in
which processes are ordered linearly). There are two types of virtual topology:
Cartesian topology and graph topology. In the case of Cartesian topology, all
processes are interpreted as nodes of some n-dimensional grid of size
ky x ko x...x ky (if n =2, then the processes can be considered as elements of a
rectangular matrix of size k; x k,). In the case of graph topology, processes are
interpreted as vertices of some graph; in this case, connections between
processes are defined by specifying a set of edges (arcs) for this graph. In the
MPI-2 standard, a special type of graph topology was added, namely, the distri-
buted graph topology.

Information about the virtual topology used is connected with the commu-
nicator. To check the presence of a virtual topology for the comm communicator,
one can use the function MPI_Topo_test(MPI_Comm comm, int * status), which returns
the detected topology type in the output parameter status. The status parameter
can take the following values:

MPI_CART — the Cartesian topology is associated with the communicator;

MPI_GRAPH — the graph topology is associated with the communicator;

MPI_DIST_GRAPH — the distributed graph topology is associated with the

communicator (this constant appeared in the MPI-2 standard);

MPI_UNDEFINED — no virtual topology is associated with the communicator.

In this section, we will consider the functions of the MPI library related to
the Cartesian topology. They can be divided into four groups:

e creation of Cartesian topology for some communicator (MPI_Cart_create

function, as well as the helper function MPI_Dims_create);

e characterization of the existing Cartesian topology (functions

MPI_Cartdim_get, MPI_Cart_get, MPI_Cart_rank, MPI_Cart_coords);
e splitting the original Cartesian grid into subgrids of lower dimension
(function MPI_Cart_sub);
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e finding the ranks of sources and receivers when shifting data along

some coordinate of the Cartesian grid (function MPI _Cart_shift).

Some of these functions (MPI_Cart_create, MPI_Cart_coords, MPI_Cart_rank,
MPI_Cart_sub) will be considered when discussing the MPI5Comm17 task, and
the rest functions will be described at the end of the section, after completing the
discussion of the task.

MPI5Comm17. The number of processes K is a multiple of 3: K = 3N,
N > 1. A sequence of N integers is given in the processes 0, N, and 2N. Define
a Cartesian topology for all processes as a (3 xN) grid. Using the
MPI_Cart_sub function, split this grid into three one-dimensional subgrids
(namely, rows) such that the processes 0, N, and 2N were the master processes
in these rows. Send one given integer from the master process of each row to
each process of the same row using one collective operation. Output the re-
ceived integer in each process (including the processes 0, N, and 2N).

When you run the program template for this task, the taskbook window will
look similar to that shown in Fig. 20.

@ Programming Taskbook - InekTpoHHBIA 3383UHMK NO NporpamMyMpoBadiio [C++] @
BMPTYANbHBIE TONONOMAX PesynsTaThl (F2) LgeT (F3) Pemum (F4)
3agaHue: MPISComm17° BbinonHaeT: MBaHos MNeTp

O3HAKOMMTENBHBIA 3aNYCK:

He BLIMOMHEHA HM 0HA M3 ONepauri BBOLA-BbIBOAA. Beonj(E=ch ‘
Beoa: 0 m3 12 Brisog: 0 m3 12 TecTel: 1 M3 5
—
Umucno npoleccos K KpaTHo Tpem: K = 3N, N > 1. B npoueccax 0, N u 2N gaHo

no N uenHx yMces. ONpemelMTh OJIA BCeX IPOLECCOB OEKapTOBY TONOJOTHMED B BHUIE
MaTpMIE pasMepa 3 x N, Oocle 4ero, MCHONb3YA GyHruuo MPI Cart sub, pacmenuTs
MaTpHULUY NPOLECCOBE Ha TPM OOHOMEDPHHEE CTPOKKM (npuM 3ToM npouecce 0, N u 2N
OYOYyT TJIaBHHMM I[IpOLECCaMy B INOJNYYEHHHX CTPOKax). WCIOONb3yA OOHY KOIIEKTHUBHYD
ONEepalMpn NEePEeCHNIKM IaHHHEX, NepPeClaTh 10 OOHOMY MCXOOHOMY YMCIY M3 DJIaBHOTO
Npolecca Ka®Ogoil CTPOKM BO BCE NPOLECCH 3ToOM ®e CTPOKKM M BEHEBECTH INOJNYyYEHHOE
YMCIO B Ka®IOoM [pollecce (BRIDYaAd OpoleccH 0, N u 2N).

McxXoOHEE IaHHHE
Npouecc 0: 88 60 47 96
Npouecc 4: 72 21 82 &4
Npouecc 8: %1 50 %g 31

[IpuMMep BEPHOTO PENEeHMHA
Npouecc 0: B8 Npouecc 1: &0 Npouecc 2: 47 Ipouecc 3: 96
Npouecc 4: 72 Npouecc 5: 21 lpouecc 6: B2 Npouecc 7: 64
Npouecc B: 91 lIpouecc 9: 50 Npouecc 10: 96 Npouecc 11: 31

Fig. 20. Acquaintance run of the MPI5Comm17 task

This example corresponds to case N = 4: there are 12 processes that should
be interpreted as elements of a 3 x 4 matrix. In this case, in the processes that
are the initial elements of the rows (in other words, in the processes included in
the first column of the matrix), four numbers are given, each of which must be
sent to the corresponding process of the same row of the matrix of processes.
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The first step in solving the task is to determine the required Cartesian to-
pology. For this purpose, the MPI_Cart_create function is intended, which has the
following parameters:
MPI_Comm oldcomm — the original communicator for whose processes the
Cartesian topology is defined (in our case, MPI_COMM_WORLD);

int ndims — the number of dimensions of the created Cartesian grid (in our
case, 2);

int * dims — an integer array, each element of which defines the size of each
dimension (in our case, the array must consist of two elements with
values 3 and size/3);

int * periods — an integer array of flags that determine the periodicity of each

dimension (in our case, it is sufficient to use an array of two zero
elements);
int reorder — an integer flag that determines whether the MPI environment
can automatically change the order of process numbering (in our
case, we need to set this parameter to 0);

MPI_Comm * cartcomm — the resulting communicator with Cartesian topology
(output parameter).

It is convenient to use periodicity for some dimensions of the Cartesian
grid, for example, when performing cyclic data transfer between processes in-
cluded in these dimensions (see the description of the MPI_Cart_shift function at
the end of this section); in this case, the corresponding element in the periods flag
array must be set to something other than 0.

Automatic renumbering of processes when creation of the Cartesian topol-
ogy allows taking into account the physical configuration of the computer sys-
tem on which the parallel program is executed, and thereby increasing the effi-
ciency of its execution. However, in learning programs executed under the con-
trol of the PT for MPI-2 taskbook, the order of processes in the generated Carte-
sian topologies must remain unchanged, so process renumbering should be dis-
abled.

Here is a program fragment that defines the Cartesian topology and con-
nects it to the new communicator comm (this fragment should be placed at the
end of the Solve function):

MPI Comm comm;

int dims[] = {3, size / 3},

periods[] = {0, 0};

MPI Cart create(MPI_COMM WORLD, 2, dims, periods, 0, &comm);

The communicator comm created as a result of executing the MPI_Cart_create
function contains the same processes as the original communicator
MPI_COMM_WORLD, and in the same order. However, these communicators are
different: the data transfer operations performed using the communicators
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MPI_COMM_WORLD and comm are performed independently and do not affect each
other. In addition, the communicator comm is associated with a virtual topology,
while the communicator MPI_COMM_WORLD does not have any virtual topology.

Due to the presence of Cartesian topology, each process of the communica-
tor comm is associated not only with an ordinal number (the rank of the process),
but also with a set of integers defining the coordinates of this process in the cor-
responding Cartesian grid. The coordinates, like the rank, are numbered from O.

The coordinates of a process in a Cartesian topology can be determined by
its rank using the MPI_Cart_coords(MPI_Comm comm, int rank, int maxdims, int * coords)
function, and the MPI_Cart_rank(MPI_Comm comm, int* coords, int * rank) function al-
lows you to solve the inverse problem. Note that in the MPI_Cart_coords function,
you must specify an additional parameter maxdims, the size of the output array
coords.

To solve our task, we do not need to use the MPI_Cart_coords function, but in
some cases (in particular, when debugging parallel programs), it may be useful.
Therefore, we will give an example of its use, displaying the coordinates of all
processes included in the Cartesian grid in the debug section of the taskbook
window. To do this, we will supply the program text with the following state-
ments:

int coords[2];

MPI Cart coords (comm, rank, 2, coords);
Show(coords[0]);

Show(coords[1]);

When you launch the supplemented program, the taskbook window will
look like that shown in Fig. 21.

Recall that the first number in each line of the debug section (before the "|"
symbol) denotes the rank of the process that output the data specified in that
line. The second number (followed by the ">" symbol) denotes the order number
of the output line for that process. In our case, each process output one line con-
taining two numbers: its coordinates in the Cartesian topology.

We see that the process of rank 0 has coordinates (0, 0), i. e. it is the first
element of the first row of the matrix, and the process of rank 11 has coordinates
(2, 3), 1. e.itis the last (fourth) element of the last (third) row. In addition, in this
case, the first row of the matrix includes processes of ranks 0, 1, 2, 3, and the
first column includes processes of ranks 0, 4, and 8.

Let us return to our task. To solve it, we must first split the resulting matrix
of processes into separate rows, associating a new communicator with each row.
After that, we must perform the collective operation MPI_Scatter (see Section
1.2.4) for all processes included in one row, sending fragments of the data set
from one process to all processes included in the communicator.
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7| Programming Taskbook - SNEKTPOHHLIA 33134HMK MO NPOTPaMMUPOEaHUID [C++] III@
BUPTYANbHBIE TONONOr MK PesynbTatel (F2)  LBeT (F3)  Peskum (F4)
3apaHue: MPISComm17° BEINONHAET: MBAHOE NeTp

O3HAKOMMTENBHBIA JanyCK:

HE BbIMONHEHA HY OAHA W3 onepauKi BEOAA-BLIBOAA. B (58] ‘
Beoa 0 wu3 12 Boisog 0 u3 12 TecTol” 113 5
I
Umcno npoueccos K wpaTtHo TpeMm: K = 3N, N > 1. B npoueccax 0, N u 2N gasHo

no N Uenux 4Yucel. ONPEIeNMTh IOJA BCeX NPOLECCOB JeKapTOBY TONONOTHE B BUIE
MaTpuuH pasmepa 3 x N, Nocle 4ero, MCHOJNbB3YyA QyHrumo MPI Cart_sub, pacwmenurs
MaTpMIy MNpollecCcoB Ha TPM OIHOMEDHHE CTpokM (nNpu 3ToMm npoueccu 0, N u 2N
OyOyT DIaBHEMM NPOLECCAMM B MOJNYYEHHHX CTpOKax). WCHONbB3YA OOHY ROINIEKTUBHYD
ONepalKMn [NePEeCHIKM IaHHHX, II€PEeclaTh 10 OOHOMY MCXOOHOMY HYMCIY M3 DIaBHOTO
npollecca Ka®OoM CTPOXM BO BCE NPOLECCH 5TOM ®E CTPOKM M BHBECTHM NONYyYEHHOE
YMCIO B KaxXIOM Ipollecce (BraoYad IpoleccH 0, N u 2N).

WCcXOoOHHE IaHHHE

Npouecc 0: 23 82 28 35
lpouecc 4: 97 985 53 37
[lpouecc 8: 72 77 6% 21

lIpuMep BEPHOTO pENEeHMA
Mpouecc 0: 23 Npouecc 1: 82 NDpouecc 2: 28 Ipouecc 3: 35
Mpouecc 4: 97 Npounecc 5: 85 Ipouecc ©6: 53 Ipouecc 7: 37
Ipouecc 8: 72 Npounecc 9: 77 Ipouecc 10: 69 Ipouecc 11: 21

0] 1> 00
11 1» 01
2] 1» 0 2
3l 1> 0 3
4] 1> 10
5 1» 11
e] 1» 1 2
71 1> 1 3
8l 1» 20
8] 1» 21
] 1> 2 2

23

111 1>
Mo 1234567891011

Fig. 21. Output of Cartesian coordinates of processes in the debug section

Splitting a Cartesian grid into a set of subgrids of lower dimension (in par-
ticular, splitting a matrix into a set of rows or columns) and associating a new
communicator with each resulting subgrid is performed using the function
MPI_Cart_sub(MPI_Comm comm, int * remain_dims, MPI_Comm * newcomm).

Its first parameter comm should be the original communicator with Carte-
sian topology, and the second parameter should be an array of flags remain_dims,
which defines the numbers of those dimensions that should remain in the subgr-
ids: if the corresponding dimension should remain in each subgrid, then a non-
zero flag is indicated in its place in the array, and if the original grid is split
along this dimension (and, consequently, this dimension “disappears” in the re-
sulting subgrids), then the value of the flag associated with this dimension must
be zero.

MPI_Cart_sub function must be called in all processes of the original com-
municator comm. As a result of its execution, a set of new communicators is
created, each of which is connected to one of the obtained subgrids (all created
communicators are automatically supplied with a Cartesian topology). However,
this function returns (as the third, output parameter newcomm) only one of the
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created communicators, namely, the communicator that includes the process
that called this function. Note that the MPI_Comm_split function, considered in the
previous section, behaves in a similar way.

To split the original process matrix into a set of rows, you need to specify
an array of two integer elements as the second parameter of the MPI_Cart_sub
function, the first of which is equal to 0, and the second is non-zero (for exam-
ple, equal to 1). In this case, all matrix elements with the same value of the first
(deleted) coordinate will be combined in a new communicator (let us name it
comm_sub).

The first process of each row (the one that, according to the task conditions,
must send its data to all other processes of the same row) will have a rank of 0 in
the obtained communicator comm_sub. To determine the rank, use the
MPI_Comm_rank function. After that, if the rank is 0, you need to read the original
data and send one data element to each process of the same communicator using
the MPI_Scatter function. At the end, it remains to output the element received by
each process.

Here is the final part of the solution:

MPI_Comm comm_sub;

int remain dims[] = {0, 1};

MPI Cart sub(comm, remain dims, &comm sub);

MPI_Comm_size(comm sub, &size);

MPI Comm_rank(comm_sub, &rank);

int b, *a = new int[size];

if (rank == 0)

for (int 1 =0; 1 < size; i++)
pt >> a[il;

MPI Scatter(a, 1, MPI INT, &b, 1, MPI INT, O, comm sub);

pt << b;

deletel] a;

Having launched the new version of the program, we will receive a mes-
sage that the task has been solved. There is no need to remove the fragment that
provides debug output of process coordinates, since the output of debug data
does not affect the verification of the correctness of the solution.

Here is the full text of the solution (without debug output of coordinates):

void Solve()
{
Task ("MPI5Comml7") ;
int flag;
MPI Initialized(&flag);
if (flag == 0)
return;
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int rank, size;

MPI Comm_size(MPI COMM_WORLD, &size);

MPI Comm_rank(MPI_COMM_WORLD, &rank);

MPI Comm comm;

int dims[] = {3, size / 3},

periods[] = {0, 0};

MPI Cart create(MPI COMM_WORLD, 2, dims, periods, 0, &comm);
MPI Comm comm sub;

int remain dims[] = {0, 1};

MPI Cart sub(comm, remain_dims, &comm_sub);
MPI Comm_size(comm sub, &size);
MPI_Comm_rank(comm_sub, &rank);

int b, *a = new int[sizel;

if (rank == 0)
for (int 1 = 0; i < size; i++)
pt > ali];
MPI Scatter(a, 1, MPI INT, &b, 1, MPI INT, 0, comm sub);
pt << b;
deletel] a;

J

Note. A common error associated with the use of the MPI_Cart_sub function
Is the incorrect specification of its second parameter, the remain_dims flag ar-
ray. If, for example, in the given program we swap the elements with val-
ues 0 and 1 in the remain_dims array, then when the program is run, the task-
book window will display error messages similar to those shown in Fig. 22.
Let us analyze these messages. Due to an incorrect flag array specification,
the MPI_Cart_sub function split the original matrix into columns instead of
rows; as a result, 4 new communicators were created, each of which con-
tains 3 processes included in the same column of the matrix. In this case,
the process that is the first in the column is considered to be a process of
rank O for the corresponding communicator. Therefore, the condition in the
last if statement will be true for processes 0, 1, 2, and 3, and it is for them
that the input operators of the initial data will be executed. However, in
processes 1, 2, and 3, the initial data are not provided, therefore, when ex-
ecuting the program, the error message "An attempt to input superfluous
data" is displayed for these processes. On the other hand, processes 4 and 8
(which are the initial processes in the second and third rows of the matrix)
have a non-zero rank in the new communicators, and therefore no data in-
put is performed for them, which is noted in the error message for these
processes: "Some required data are not input. The program has used 0 in-
put data item(s) (the amount of the required items is 4)". Note also that
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process 0 sent its initial data not to the processes in the first row of the ma-
trix (as required by the problem statement), but to the processes in the first
column. Since processes 1, 2, and 3 did not have any initial data, zeros
were sent to the other processes in the corresponding columns. Note that
the received zeros were not output in processes 1, 2, and 3, since the task-
bookr had previously detected an input error in each of these processes and
therefore blocked all subsequent input/output operations for these
processes. Thus, the information provided in the taskbook window is suffi-
cient to identify the cause of the error and make the necessary corrections
to the program.

@ Programming Taskbook - 2nekTpoHHEBIA 3343UHMK N0 NporpaMMmupoBannio [C++] @
BMPTYANBHLIE TONONOMMA PesynsTaThl (F2) LiseT (F3) Pexum (F4)
3aganue: MPI5Comm17° BbinonHaeT: MBaHoB MeTp

BeeneHsl He Bce TpedyeMble MCXOAHbIE JaHHbIE. i e

OwnbKa npou3oLWwna B npoueccax 4, 8.

Beoa: 3 w312 M| BobiBog: 9 13 12 TecTbl: 1 M3 5

I - —

Uucino npoleccoB K kpaTHo Tpem: K = 3N, N > 1. B npoueccax 0, N u 2N gaHo

.012348

no N uUenHx 4Mcel. COpefelMTh IOIA BCeX NPOLECCOB OeKapTOoBY TONONOIME B BHMIOES
MaTpuusE pasMmepa 3 x N, nocie 4Y4ero, MCHOONb3yA OyHRUMBD MPI Cart sub, pacmenuTs
MaTpMIy MNpoOLEecCcOoB Ha TPM OOHOMEpPHHE CTpOKM (npu 3ToM npouecce 0O, N u 2N
SYyOyT TDJIaBHEMKM IpoleccaMy B INOJNIYYeHHHX CTpoKax). MCHONb3yA OOHY KOJIIEKTUBHYD
oHNepalMp NepeCcHIKM JaHHHX, NepeclaTh [0 OOHOMY MCXOOHOMY YMCIY WS DIaBHODO
npollecca KaxOgoll CTPOKM BO BCE NPOLECCH STON ®e CTPOKM M BHBECTH NONYYeHHOE
YMCJCo B Ka®OOM Opollecce (BRIDYaA npoleccwH 0, N u 2ZN).

MCXOOHEE IaHHHE
Npouecc 0: 64 68 13 &8
Ipouecc 4: 85 11 7% 25
lIpouecc 8: 32 42 3e 72

IoNy4YeHHEE pPEe3yIIbTaTH
Npouecc 0: &4 Ipouecc 1: lIpoluecc
Npouecc 4: &8 lIpouecc lIpoluecc
Ipouecc 8: 13 Ipouecc 9: 0 Npouecc 10:

lIpouecc 3:
lIpouecc 7: 0
0 Npouecc 11: 0

(%]

o
(=T O oN ]

o

[IpuMep BEPHOTO pPEUEHMA
Npouecc 0: 64 Npouecc 1: &8 lIpoluecc
Npouecc 4: 85 lIpouecc - 11 lIpoluecc
lIpouecc 8: 32 lIpouecc 9%: 42 Npouecc 10:

- 13 Npouecc 3: 68
] Npouecc 7: 25
36 Npouecc 11: 72

(%]
(=T O oN ]

0] 1> !Ipy Hamumd omMOoK B NOOYMHEHHHX [IpOlLeccax

0] 2> ! pemeHMe ONA TJABHOTO [NpoOlecca He [NDOBEDASTCH.
1] 1> !MoneTxa BEECTHM JIMIHEME MCXOIHEE IaHHEE.

2| 1> !'NMoneTka BESCTHM JIMIHKME MCXOOHHEE TaHHHE.

3] 1> !oneTxa BEESCTHM JIMIHEME MCXOIHEE IaHHEE.

4| 1> !BepeneHH He BCe TpebyeMble MCXOOHEIE OaHHEHE.

4] 2> ! KomMUecTBO NPOYMTAHHEEX IaHHHX: 0 (13 4).

8] 1> !BeepgeHH He Bce TpefyeMble MCXOOHEE TaHHEE .

8] 2> ! KomMuecTBO NPOYMTAHHEEX IOaHHHX: 0 (13 4).

Fig. 22. Taskbook window when the MPI5Comm17 task is executed incorrectly
Having completed the discussion of the MPI5Comm17 task, we will de-

scribe those functions associated with the Cartesian topology that were not re-
quired in its solution.
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When defining a Cartesian topology using the MPI_Cart_create function, two
main characteristics must be specified: the Cartesian topology size ndims (the
number of dimensions) and the number of nodes (i. e. processes) in each dimen-
sion, an array of integers dims of size ndims. The MPI library provides an auxiliary
function MPI_Dims_create(int nnode, int ndims, int * dims), which allows to determine
the optimal number of nodes in each dimension of the Cartesian grid, if the total
number of nodes nnodes and the number of dimensions ndims are known. The
found number of nodes is returned in the output array dims.

The elements of the dims array that need to find must have zero initial val-
ues; the initial positive values of the elements of the dims array are considered
fixed and do not change. The values of the elements of the dims array determined
by the function are always sorted in descending (or rather, non-ascending) order
and are chosen as close to each other as possible (for example, from the options
{6, 1} and {3, 2}, the option {3, 2} will be chosen). In the case of negative initial val-
ues or the impossibility of choosing at least one option of the required Cartesian
grid, an error occurs (recall that in this case, the function returns a value differ-
ent from MPI_SUCCESS). Here are some examples (the initial values of the para-
meters are indicated to the left of the ==> arrow, and the resulting contents of the
dims array are indicated to the right):

nnodes = 6, ndims = 2, dims = { 0, 0 } == dims = { 3, 2 }
nnodes = 7, ndims = 2, dims = { 0, 0 } ==>dims = { 7, 1 }
nnodes = 6, ndims = 3, dims = { 0, 0, 0 } == dims = { 3, 2, 1 }
nnodes = 6, ndims = 3, dims = { 0, 3, 0 } == dims = { 2, 3, 1 }

nnodes = 7, ndims = 3, dims = { 0, 3, 0 } == error!

Functions  MPI_Cartdim_get(MPI_Comm  comm, int * ndims) and
MPI_Cart_get(MPI_Comm comm, int maxdims, int * dims, int * periods, int * coords) allow to
obtain the characteristics of the Cartesian grid for an existing communicator
comm with Cartesian topology. The first of them returns the size of the Cartesian
grid in the ndims parameter. The second function contains three output parame-
ters:

dims — an array with the number of processes along each dimension of the

Cartesian grid;
periods — an array of flags that define the periodicity of each dimension (a
dimension is periodic if the corresponding flag is not equal to 0);
coords — array of Cartesian coordinates of the current process.

All these parameters are integer arrays of size maxdims.

We still have one more useful feature provided by the Cartesian topology
to describe: fast finding the ranks of the source and destination processes for the
current process when sending data along a specified coordinate (i. e., during a
normal or cyclic shift of data). This feature is provided by the MPI_Cart_shift func-
tion, which has the following parameters:
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MPI_Comm comm — communicator with Cartesian topology;
int direction — the number of the Cartesian coordinate along which the shift is
performed (numbering starts from 0);

int disp — shift step along the selected coordinate;

int* rank_source — rank of the source process (output parameter);

int* rank_dest — rank of the destination process (output parameter).

The returned data will correspond to a cyclic shift if the coordinate along
which the shift is performed is periodic (this means that when defining the
communicator comm, a non-zero element corresponding to this coordinate was
specified in the periods array). Due to the disp parameter, the shift can be per-
formed with any step, including negative (in the case of a negative step, the shift
is performed in the decreasing direction of the given coordinate).

If the shift is not cyclic, then a situation is possible in which the current
process does not have a source process and/or a destination process. For exam-
ple, when shifting with a step 1, processes with a shift coordinate of 0 do not
have a source, and when shifting with a step —1, these processes do not have a
destination. In such a situation, the corresponding output parameter takes the
value MPI_PROC_NULL.

1.2.9. Graph topology

Now let us consider another type of virtual topology—the graph topology
(the final tasks of the MPI5Comm group are devoted to this topology—see Sec-
tion 2.5.2). It should be noted that the MPI library provides significantly fewer
tools for working with graph topologies than for working with Cartesian topolo-
gies. Recall that for processes included in a Cartesian topology, it is possible to
determine Cartesian coordinates by their ranks (and ranks by Cartesian coordi-
nates); in addition, it is possible to create subgrids of smaller dimension (with
each subgrid automatically associated with a new communicator); there is also a
function MPI_Cart_shift, which simplifies message sending along a certain coordi-
nate of the Cartesian grid.

As for the graph topology, after its definition using the MPI_Graph_create
function, it is only possible to restore its characteristics (using the
MPI_Graphdims_get and MPI_Graph_get functions), as well as obtain information
about the number and ranks of all neighboring processes of a certain process in
the graph defined by this topology (the MPI_Graph_neighbors_count and
MPI_Graph_neighbors functions are intended for this).

To get acquainted with the possibilities associated with graph topology, let
us solve the following task.

MPI5Comm29. The number of processes K is an even number:
K=2N (1<N<6). An integer A is given in each process. Using the
MPI_Graph_create function, define a graph topology for all processes as fol-
lows: all even-rank processes (including the master process) are linked in a
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chain0—2—4—6 — ... — (2N — 2); each process with odd rank R (1, 3,
..., 2N — 1) is connected by edge to the process with the rank R — 1. Thus,
each odd-rank process has a single neighbor, the first and the last even-rank
processes have two neighbors, and other even-rank processes (the “inner"
ones) have three neighbors—see Fig. 23. Using the MPI_Sendrecv function,
send the given integer A from each process to all its neighbors. The amount
and ranks of neighbors should be determined by means of the
MPI_Graph_neighbors_count and MPI_Graph_neighbors functions respec-
tively. Output received data in each process in ascending order of ranks of
sending processes.

0 —2 )—(4 )—(6

Fig. 23. Example of graph topology from MP15Comm29 task

When you run this task for the acquaintance run, the taskbook window will
look like the one shown in Fig. 24. Simultaneously with the taskbook window, a
picture from the task formulation will be displayed in the upper right corner of
the screen, illustrating the topology used.

TT| Programming Taskbook - JneKTPOHHBIM 334aUHMK N0 NPOTPaMMUPOBaHID [C++] @
BMPTYANBHLIE TONONOMMA PeaynsTathl (F2)  LpeT (F3) Pesxum (F4)
3aganwne: MPISComm29° BrinonuAeT: MeaHos MeTp

O3HaKOMUTENbHBIA 3AMNYCK:

HE BBINONHEHA HW OHA W3 ONepaLnii BEOJA-BbIBOAA. B (E=R)
Beoa: 0 w3 10 BeiBog: 0 u3 18 TecTel. 1 M3 5
I
Uucno npoueccos K #ABaAeTcA deTHHM: K = 2N (1 <« N < 6); B Ra®mIOM IpOLEecCcCe

OaHo Lenoe ducio A. Mcnone3syAd QOYHRLMD MPIiGraphicreate, CIOpEeOelNTh LOIA BCEX
NpoLUECCOE TOMNONOTUD Tpada, B XOTOPON BCE NPONECCH YeTHOTO paHra (BxIpuyasn
TIaBHEI TPOIECcc) CBASaHH B Uenourky: 0 — 2 — 4 — 6 — ... — (2N-2), a wrRammgsil
npollecc HedeTHoTo padra R (1, 3, ..., 2N-1) ceasas ¢ npoleccoM paHra R-1
(B pesynbTaTe KaXOHM NpolLecC HEYETHOTDO paHra DYOeT MMeTb e€IMHCTBEHHOTO COCEHa,
NepsHil ¥ NOoCHefHMI NpoleccH YeTHOTO paHTa OYAYT MMETE o ABa cocela,

4 OCTalbHHE — «BHYTDPEeHHME» — IIPOLECCH YeTHOTO paHTa OyOyT MMeTk NO TpH
cocega). [lepecnaTe 49Kcio R M3 RaRZOTO IIpollecca BCEM [IpolleccaM-cocefaM. s
ONpeneNeEKA KOMMYECTBEa NPOLUECCOE-COCENell M WX paHTOB MCNONBSOBAThE QYHKINMK
MPI_Graph_neiqhbors_count u MPI_Graph_neiqhbors, MEPECHIKY BHIOIHATH
C nomomb® DYHRUKMN MPT_Sendrecv. Bo BCeX NpoleccaX BHBECTH NONyuUYeHHHE
4Mcila B [NOPALKE BOSpPAcTaHMA PaHTOB MepecNaBIMX MX OPOLECCOoB.

HcxoOHHE OaHHHE

Npouecc 0: B = 66 Ipouecc 1: B = 77
Ipouecc 2: A = 91 Ipouecc 3: A = 50
Ipouecc 4: A = 23 Ipouecc 5: A = 13
Ipouecc 6: A = 41 OIpouecc 7: B = 14
Ipouecc 8: A = 39 Ipouecc 9: A = 24
lIpuMep BEDHOTO pENEHMS
Hpouecc 0: 77 91 Ipouecc 1l: €6
Ipouecc 2: 66 50 23 Ipouecc 3: 91
Ipouecc 4: 91 13 41 [Ipouecc 5: 23
Ipouecc €6: 23 14 3% Ipouecc 7: 41
Ipouecc 8: 41 24 Ipouecc 9: 38

Fig. 24. MPI5Comm29 task acquaintance run
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For greater clarity, we will show the processes together with their initial da-
ta in the form of a graph of the structure described in the task formulation
(Fig. 25).

Process 0 Process 2 Process 4 Process 6 Process 8
66 91 23 41 39
Process 1 Process 3 Process 5 Process 7 Process 9
77 50 13 14 24

Fig. 25. Example of Initial data for the MPI5Comm29 task

Since process 0 has two neighbors (processes of rank 1 and 2), it must send
them the number 66 and receive from them the numbers 77 and 91. Process 1
has only one neighbor (process 0), so it must send it the number 77 and receive
from it the number 66. Process 2, which has three neighbors, must send them the
number 91 and receive from them the numbers 66, 50, and 23, and so on.

If each process had information about the number of its neighbors, as well
as their ranks (in ascending order), then this would allow for a programming of
data transfer actions for any process uniformly, regardless of how many neigh-
bors it has. The required information about neighbors can be easily obtained if
the appropriate graph topology is defined on the set of all processes, and for this
it is necessary to use the MPI_Graph_create function. This function has the follow-
ing parameters:

MPI_Comm oldcomm — the original communicator for whose processes the

graph topology is defined;

int nnodes — number of graph vertices;

int * index — integer array of vertex degrees, the i-th element of which is

equal to the total number of neighbors for the first i vertices of the
graph;

int * edges — an integer array of edges containing an ordered list of edges for

all vertices (vertices are numbered from 0);

int reorder — an integer flag that determines whether the MPI environment

can automatically reorder processes;

MPI_Comm graphcomm — the resulting communicator with graph topology

(output parameter).

As for the Cartesian topology tasks (see 1.2.8), reordering of processes
should be disabled by setting the reorder flag to O.

To better understand the meaning of the array parameters that define the
characteristics of the graph being created, let us list their elements for the graph
shown in Fig. 25. The first vertex of the graph (a process of rank 0) has two
neighbors, so the first element of the vertex degree array will be equal to 2. The
second vertex of the graph (a process of rank 1) has one neighbor, so the second
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element of the vertex degree array will be equal to 3 (1 is added to the value of
the previous element). The third vertex (a process of rank 2) has three neighbors,
so the third element of the vertex degree array will be equal to 6, and so on. We
obtain the following set of values: 2, 3, 6, 7, 10, 11, 14, 15, 17, 18 (the last but
one element of the array is 17, since a process of rank 8, like a process of rank 0,
has two neighbors). Note that the value of the last element of the vertex degree
array will always be twice the total number of edges in the graph.

In the edge array, it is necessary to indicate the ranks of all neighbors for
each vertex (for greater clarity, we will highlight the groups of neighbors of each
vertex with additional spaces, and indicate the rank of the vertex whose neigh-
bors are listed below in brackets above):

o @ @ @ @ &) (® () @8 (9
12 0 034 2 256 4 478 6 69 8

The size of the resulting edge array is equal to the value of the last element
of the vertex degree array.

If the number of processes is size, then the vertex degree array must contain
size elements. The size of the edge array depends on the graph structure; in our
case, the edge array size is 2 (size — 1), where size is the number of processes.

When filling the index and edges arrays, it is convenient to separately
process the first two (ranks 0 and 1) and the last two (ranks size — 2 and size — 1)
graph vertices, and to use a loop for the rest vertices, processing two vertices
(rank 2 and 3, 4 and 5, ..., size — 4 and size — 3) at each iteration. It will be con-
venient to use an auxiliary variable n, equal to half the number of processes.
Here is a fragment of the program that fills the arrays index and edges:

int n=gsize / 2;

int *index = new int[size],

*edges = new int[2 * (size - 1)1;

index[0] =

index[1]

edges[0]
edges[1]
edges[?] =

int j = 3;

for (int i

{

Il
O~ W

1; 1 <=n - 2; i++)

index[2 * 1] = index[2 * i - 1] + 3;
edges[jl =2 * i - 2;

edges[j + 1] =2 * 1 + 1;

edges[j + 2] =2 * 1 + 2;

index[2 * 1 + 1] = index[2 * i] + 1;
edges[j + 3] =2 * 1i;
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J = A

}

index[2 * n - 2] = index[2 * n - 3] + 2;

index[2 * n - 1] = index[2 * n - 2] + 1;

edgesljl =2 *n - 4;

edges[j + 1] =2 *n - 1;

edges[j + 2] =2 *n - 2;

To check the correctness of this part of the algorithm, we will output the
values of the elements of the obtained arrays to the debug section of the task-
book window (since these arrays are formed in the same way in all processes, it
Is sufficient to output their values only in the master process):

if (rank == 0)
{

for (int i = 0; 1 < size; i++)
Show(index[i]);
ShowLine() ;
for (int 1 =0; 1 <J+ 3; i++)
Show(edges[ i 1);
}

If the number of processes is 10 when the program is launched, then in the
debug section we will see sets of values that match those that we obtained earlier
(Fig. 26). To reduce the size of the window, the section with the task formula-
tion is hidden in the figure.

@ Programming Taskbook - 2nekTpoHHBIFA 33434HMK N0 NpOrpaMMUMpoBadmnig [C++] @
BWPTYANBHEIE TONONOM MK PesyneTatel (F2)  LBeT (F3) Pexum (F4)
3ananwe: MPISComm29° BeinonHAeT: MBaHos MNeTp

O3HaKOMHUTENBHBIA 3anyCK:

He BLINOMNHEHA HY OJHA U3 ONepaUui BBO4a-BLIBOAA. Hesonl(E=a) ‘
Beog: 0 m3 10 BeiBog: 0 n3 18 TecTol: 1 K3 5
—
O
HMcxXoOHEE IaHHHE
Opouecc 0: B = 50 Opouecc 1: B = 10
lpouecc 2: B = lIpouecc 3: B = 56
Npouecc 4: B = 52 Npouecc 5: A = 44
pouecc 6: B = 41 Npouecc 7: B = 48
Ipouecc 8: A = 28 Ipouecc S: A = 87
[IpMMep EEpHOTO DPENeHH
Npouecc 0: 10 38 Ipouecc 1: 90
Ipouecc 2: %0 56 52 Ipouecc 3: 38
Npouecc 4: 38 44 41 lpouecc 5: 52
Ipouecc ©: 52 48 28 Npouecc 7: 41
Npouecc B8: 41 87 lIpouecc 9: 28
o] 1= 2 3 6 7 10 11 14 15 17 18
o] 2> 1 2003 4225644786625 8

Fig. 26. Debug output of elements of the vertex degree array and the edge array
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Once we have verified that the arrays are formed correctly, we create the
graph topology by calling the MPI_Graph_create function in each process of the
parallel application:

MPI Comm g_comm;
MPI Graph create(MPI COMM WORLD, size, index, edges, 0, &g comm);

Note that for obtaining characteristics of existing communicator comm with
graph topology, MPI provides two functions: MPI_Graphdims_get(MPI_Comm comm,
int * nnodes, int * nedges) and MPI_Graph_get(MPI_Comm comm, int maxindex, int max-
edges, int * index, int * edges). The first of them allows to obtain the number of ver-
tices nnodes and the number of edges nedges of the graph for the communicator
comm, and the second returns the vertex degree array index (the size of the array
is specified in the variable maxindex) and the edge array edges (the size of this ar-
ray is specified in the variable maxedges). The functions MPI_Graphdims_get and
MPI_Graph_get play the same role for the graph topology as the functions
MPI_Cartdim_get and MPI_Cart_get for the Cartesian topology.

It remains to implement the final part of the algorithm, directly related to
data transfer. In this part, for the current process (process of rank rank), the num-
ber count of its neighbors and the array neighbors of their ranks in the current
graph topology should be determined, after which data exchange between the
current process and each of its neighbors should be organized.

To determine the number of neighbors count of a process of rank rank in-
cluded in a communicator comm with graph topology, the function
MPI_Graph_neighbors_count(MPI_Comm comm, int rank, int * count) is provided. Know-
ing the number of neighbors, one can allocate memory of the corresponding size
for the neighbors array of ranks of neighbors and determine these ranks using the
function MPI_Graph_neighbors(MPI_Comm comm, int rank, int maxneighbors, int * neigh-
bors), where the maxneighbors parameter specifies the size of the neighbors array.
Note that using these functions, any process can determine not only its neigh-
bors, but also the neighbors of any other process from this communicator.

To send data between a process and its neighbors, according to the task
formulation, the MPI_Sendrecv function should be used, which ensures both re-
ceiving a message from a certain process and sending another message to it (or
to another process) (see Section 1.2.1).

Thus, the final part of the solution will take the following form:

int count;

MPI Graph_neighbors count(g_comm, rank, &count);

int *neighbors = new int[count];

MPI Graph neighbors(g comm, rank, count, neighbors);
int a, b;

MPI Status s;

pt >> a;
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for (int i = 0; 1 < count; i++)

{
MPI Sendrecv(&a, 1, MPI INT, neighbors(i], 0,
&b, 1, MPI INT, neighbors[i], 0, g _comm, &S);
pt << b;
}

delete[] index;

delete[] edges;

delete[] neighbors;

After running the program, we will receive a message that the task has been
solved.
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