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AreHTHbI U

AreHTHbin UU (Agentic Al) — 3TO WCKYCCTBEHHbIA MWHTENNEKT, KOTOPbIA [AeNCTBYeT Kak
aBTOHOMHDbIA areHT: OH He MPOCTO OTBeYaeT Ha 3anpocbl, @ CaM CTAaBUT LEAU, NAAHUPYET,
NPUHUMAET PELLUEHMUS, BbIMOJHAET AENCTBUA N YYUTCA HA pe3ynbTaTax, YTobbl A4OCTMYb 3a4aHHOM
33241 C MMHUMaA/IbHbIM BMELLATENbCTBOM Y€/10BEKA.

Kniouesble XxapaKTepucTuKu areHtHoro UN:
* ABTOHOMHOCTb
* LlenenonaraHue
* [1lnaHMpoBaHMe U paccyxaeHune
* lencteue
* [TamATb N KOHTEKCT

* AJanTUBHOCTb




AreHTHbI U

NMpumepbl 3apa4 gna areHTHoro UU:

MonHbld UMKN uccnepoBaHun: «lpoaHaNU3NPYN nocnegHne CTaTbM O CBEPXMNPOBOAMMOCTY,
HanAW NPOTUBOPEYUSA, HANMULIM CBOAHbIA OTYET U NPE3EHTaALUION.

YnpasneHue 6usHec-npoueccamu: «Cneam 3a MOEN MNOYTOM, BblAeNAN CPOYHble 3anpocbl OT
KNMEHTOB, COINacoBbIBa BPpemMs BCTPEY B KaJieHAape 1 roToBb NepBble BapMaHTbl OTBETOBY.

CNnoKHbIM aHanM3 AaHHbIX: «3arpy3n 3TWU JaTaceTbl, NOYUCTU UX, NPOBEAU CPABHUTE/IbHbIN
aHaNn3, NOCTPOM NPOrHO3HYO MOAENb U BU3YAIM3NPYIM KNHOUYEBbIE MHCANTbI».

Co3paHMe TaKUX areHToB Ha OCHOoBe rMraHTckux mopgeneu (LLM spoae GPT-4) oueHb A0pOro u
Mea/IeHHO A1 MaccoBoro npumeHeHua. Manbie mogenu (SLM), 6yayumn meHblue, bbicTpee u
aewesne, uaeanbHO NOAXOAAT AN1A CO34aHMA MHOXeCTBa cneuuanmnusmMpoBaHHbIX areHToB,
KaXXAblM N3 KOTOPbIX OTIMYHO BbIMONHAET CBOKO KOHKPETHYIO 3a4auy.




AreHTHbI NN, Passutue

* bonee nonoBuHbl KpPynHbiX UT-KOMNAHWUM aKTMBHO MCNoAb3yloT areHToB U, npuuém 21%
BHEAPWN UX TOIbKO B Te4eHue nocsegHero roga

* [lomnMmo nosb3oBaTeNnen, PbIHKKM TaKXKe BUAAT 3HAYUTENbHYIO 3SKOHOMMUYECKYH LEHHOCTb B
areHTax MWN: no coctoaHuto Ha KoHel, 2024 ropa cektop areHTHoro M nonyumn 6onee 2 mnppg,
nonnapos CLUA B BMAe ctapTanHoro ¢uHaHcMpoBaHus, bbin oueHeH B 5,2 mapa aonnapos CLUA
N, KaK oXunpgaetca, sbipactet novytn ao 200 mapa aonnapos CLUA K 2034 roay




Manas a3bikoBasa moaens (SLM)

Manaa sa3sikosas moodensv (Small Language Model, SLM) — 3To A3blkoBas moaesib, KOoTopas
MOXKET ObITb pa3melleHa Ha 06bIMHOM NOTPEOUTENIBCKOM 3/IEKTPOHHOM YCTPOWMCTBE U BbINOJIHATD

BbIBOA, (MHpEPEHC) C AOCTaTOYMHO HU3KOM 3a[epPKKOKU, YTobbl ObiTb NPAKTUYHOM Npu obpaboTke
areHTHbIX 3aNpPOCOB OA4HOro NO/Ib30BaTENA.

Mopgenn paamepom meHee 10 mnpa napameTpos byaem cuntatb SLM:

0ocmamoyYyHo MOWH®bI, 4yTOODI CnpaB/iATbCA C 3a4a4aMUN A3bIKOBOITo MmoAeINPOBAHUA B ar€HTHbIX
NMPUNOKEHUAX,

6osee onepayUOHHO MpPU2O0OHbLI ANA WUCMNO/Ib30BaHMUA B areHTHbIX CUCTEMAX, YEM KPyMHble
mogenu (LLM);

605166 3KOHOMUYHbI ANA NOAABAAOWEro OONbLWIMHCTBA CAYYaeB MCMNOMb30BaHUA A3bIKOBbIX
Mogenen B areHTHbIX CUCTEMAX, YEM UX YHMUBEPCaIbHble KpynHble aHanoru (LLM)




Manas a3bikoBasa moaens (SLM)

GPT-4 (bonbwasa mogenb): Llama 3.2 3B (manas mopgenb):

1,/ TpNH NapamMeTpoB;

3 Mnpp, napameTpoB;

cTouMocTb 0byueHus — >$100 mnH; cToumocTb 0byueHns — $50-100 Toic.;

BpeM# OoTBETa — 2-5 CekK.;

Bpema otBeTta — 0,1-10,5 cek.;

cToMmocTb 3anpoca — $0,03-0,06. cToMMocThb 3anpoca — $0,001-0,005.




[1lpmepbl npenmyLlects SLM

SLM pocTaToOuyHO MOLLHbI, YTO6bI 3aHATb mecTo LLM B areHTHbIX cuctemax

Cepusa Microsoft Phi. Phi-2 (2.7 mnpa napameTpoB) AEMOHCTPUPYET pe3yabTaTbl B TeCTax Ha
3/1paBbl CMbIC/1 U TeHepaUMto Koaa, conoctaBumble ¢ mogenamu Ha 30 mapa napameTpoB, Npu
3Tom paboTana npumepHo B 15 pa3 bbictpee. Phi-3 small (7 mapa napameTpos) gemoHcTpupyeT
NMOHMMAHME A3blKAa WM 34PaBblA CMbICA Ha YPOBHE, COMOCTAaBMMOM C MOAENSMM TOrO e
NoKosieHnA Ha 70 maipAa NnapameTpos.

Cemelicmeo NVIDIA Nemotron-H. TnbpunaHble mogenn Mamba-Transformer Ha 2/4/8/9 mnpa
napameTpoB AEeMOHCTPUPYIOT TOYHOCTb B C/AeA0BAaHUM MHCTPYKUMAM WU reHepauum Kopaa,
cpaBHumyto ¢ LLM Toro e nokoneHma Ha 30 mapg napameTpos, MNpu Ha NOPAAOK
MeHbLumx 3aTtpaTtax FLOP.

Cepus Hugging Face SmolLM2. Kaxpaa AeMOHCTPpUPYeT NPOouU3BOAUTENBHOCTb B MOHMMAHUU
A3blKa, BbI30BE MHCTPYMEHTOB U C/IeA0BAHNMN MHCTPYKLUMAM Ha YPOBHE COBPEMEHHbIX Modeneu
Ha 14 mnpa napameTpoB, AOCTUraa ypoBHA moaener Ha 70 mapa napameTpoB ABYX/IETHEMN
AABHOCTMW.




[1lpmepbl npenmyLlects SLM

NVIDIA Hymba-1.5B. 31a rubpuaHas SLM c apxutektyponn Mamba n mexaHM3mMom BHUMaHUA
(attention) pemoHCTpUpyeT HaWAy4dllylo TOYHOCTb CAeA0BaHUA MHCTPyKumam u B 3.5
pa3a 0o0nbluyl0 MNPOMNYCKHYHO CNOCOOHOCTb MO TOKEHaMm, 4Yem TpaHchopmepHble MOAENU
COMOCTaBMMOTO pa3mepa.

Cepua DeepSeek-R1-Distill. 3To cemencTBo paccygatowmx moaenenm pasmepom ot 1.5 go 8
MJIPA, NapameTpoB, OOy4YEeHHbIX Ha CaIMMNAAX, creHepupoBaHHbIX moaenbto DeepSeek-R1. OHu
AEMOHCTPUPYIOT BblAaroLWMeca CNOCOOBHOCTU K IOTMYECKOMY U 34paBOMY PACCYXKAEHMIO.

DeepMini RETRO-7.5B. 310 mogenb Ha 7.5 mnapa napameTpoB, paclMpPeEHHaA 3a c4yeT
OOWKMPHOM BHELWHEN TeKCToBOM 0as3bl AaHHbIX. OHa ApocTuraetr nNpPoOM3BOAUTE/IbHOCTMH,
conoctasumom ¢ GPT-3 (175 mnpa napameTpoB), B S3bIKOBOM MOAENNPOBAHMU, UCNOAb3YA NPU
3TOM B 25 pa3 meHblUe napameTpos.




[1lpmepbl npenmyLlects SLM

SLM 60nee 3KOHOMMYHbDI B areHTHbIX cUcTemax

dddeKTnBHOCTb UHPepeHca. ObcaykmBaHue SLM Ha 7 mapa napametpos obxoautcsa B 10-30
pa3 gewesne, yem obcnyxmsaHue LLM Ha 70—-175 mnpa napameTpos.

ApantusHoctb goobyueHuna (Fine-tuning agility). JoobyyeHne SLM TpebytoT Bcero HECKONAbKO
GPU-yacoB, 41O no3BonAeT A06aBnATb, WCOPaBAATb WAM CNEUMann3npoBaTb MNOBeAeHUE
MOJieNen 3a OfiHY HOYb, @ He 33 Heaenu.

NepudepunHoe passeptbiBaHne (Edge deployment). JlokanbHoe BbinonHeHne SLM Ha
notpebutenbcknx GPU, obecneumBas paboTy areHTOB B peasibHOM BpemMeHn n odpaamnH ¢ bonee
HU3KOM 3a4ePKKOMN U Bonee CTPOrMM KOHTPOIEM HaA, AaHHbIMM.

3¢ PeKTUBHOCTb UCNOb30BAHUA NPOCTPAHCTBA NAapPaMeTPOB U ambeaanHros. SLM moryT 6bITb
NPUHUUNMANbHO 6onee 3dPEKTUBHLIMU, MOCKONbKY MEHbLUAsa [0/1A MX MapaMeTpoB BHOCUT
BKJ1aJl, B CTOMMOCTb MHbepeHca 6e3 3aMeTHOro BINAHUA Ha pe3ynbTar.




[1lpmepbl npenmyLlects SLM

SLM obnapator 60onbLien onepauMoHHOMN rM6KOCTLIO NO cpaBHeHUIo ¢ LLM.

SLM no cBoen npupoae 6onee rmbku, 4em MX KPyMHble aHaNoOru, NpmM WUCNOJb30BaHUN B
areHTHbIX CUCTEMAX.

[AemMoKpaTtusauma co3gaHnA areHTos.
AreHTbl PacKpbIBalOT IULLb O4YeHb Y3KUU PYHKLMOHAN A3bIKOBOW Mmoaenu
AreHTHOe B3aumopgencTeue TpebyeTt TOYHOro COOTBETCTBUA NOBEAEHUSA

Ba)kHO, 4TOObl CreHepupoOBaHHbIA BbI3OB WHCTPYMEHTA WAW BbIXOAHbIE [AaHHble CTPOro
COOTBETCTBOBaNM (popmaTy, KOTOPbIA AUKTyeTcs MopsAaKOM, TUNM3auMen W  npupoaoi
NapameTpPoB UHCTPYMEHTA UIN OXKUAAHUAMM KOAa, BbI3bIBAIOLLENO MO/E/b, COOTBETCTBEHHO.

feTe POreHHOCTb areHTHbIX cuctem

AreHTHble B3aUMOAENCTBUA — eCcTecTBeHHblM nyTb AnA cbopa paHHbIX Ana b6yayuiero

iﬂi‘-lLUEHVIFI
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HenocTtaTku SLM

OrpaHnyeHHana yHuBepcanbHOCTb. SLM xopoLlo cnpaBaAoTca € 3a4a4aMm B CBOMX AOMEHAX, HO
3a UX Npeaenamu CTaHOBATCA meHee 3PPEKTUBHLIMMN.

3aBMCMMOCTb OT KauecTBa pAaHHbIX. Ecnm oby4yawowme pgaHHble NAOXME, MOAENb HaYHeT
owmnbaTbcA. A B cnydae SLM 310 0coO6eHHO YyBCTBUTE/NIbHO: AaXKe HEMHOIO «LWYMHbIE» NPUMEPbI
MOTYT CUNbHO YXYALWWUTb PaboTy.

Y3Kaa 6a3a 3HaHuit. SLM He 06n1aaatoT WWMPOKMM MOHMMAHUMEM f3blKa M MMUPa BOKPYT Hac. 370
NN0X0 B 334a4ax, Tpebytowmx 6onee rnyboKoro NnOHMMaHMNA PA3INYHbIX TEM U JOMEHOB.

MoTeHuManbHaA NPeAB3ATOCTb B KOHKPETHbIX AomeHax. [laxe npu xopouei Bbibopke SLM
MOTYT «yHacnea0BaTb» NPeAB3ATOCTU, €C/IM OHU MPUCYTCTBYIOT B UCXOAHbIX AAHHbIX.




[Tpenmywectsa LLM

YHuBepcanbHoctb. LLM moryt cnpaBnatecA C 3agadYamMm  camoro pasHoro Tuna 6es
cneunanbHOM AOHACTPOMKMK, YTO AeNaeT UX aaanTUPYEMbIMU K Pa3IMYHbIM NPUNOKEHUAM.

rnybokoe noHumaHue A3bika. M3-3a WKMPOTbI U PasHOOOpasnA obyvyaroLmMX AaHHbIX TaKue
MOZENIN «YYBCTBYIOT f3bIK», CTPYKTYPY TEKCTa M OOLWMA KOHTEKCT. ITO NOMOraetT Mm peLuaTb
C/IOXKHble 13bIKOBbIE 3a4a4M.

FEHepaTMBHbIe BO3MOXHOCTU. LLM npeBoCcxXxoaHO CrnpaBaArdTCA C CO34aHUMEM KpPpeaTUBHOIO
KOHTEHTA, TaKOIro KakK paCCKa3bl, CTUXU UTU KOMHblOTeprIl;’I KoA.

Bo3moXKHOCTK A006yyeHua. LLM moryT 6biTb 4000YyYEeHbI 415 BbINOJIHEHUA KOHKPETHbIX 3343y
nnn paboTbl B onpeaesieHHbIX AOMeEHaX, npeanarad aganTMpPOBaHHbIE OTBETbI, KOTOPbIE MOTYT
ObiTb  OOnee TOYHbIMM  WAN  crneunPuUYHbIMM AN AOMEHa, YTO NOJe3HoO A
CneymanmM3npoBaHHbIX MPUNOKEHUN,




Henoctatku LLM

PecypcoemKocTb. Nx Hy>KHO 0by4aTb M 3anyckaTb Ha goporom obopyaoBaHMu ¢ mowHbiMmu GPU
n 6onbwMm ob6bemMoM NamATU. B BONbLIMHCTBE CAyyYaeB UX Hesb3A PA3BEPHYTb JIOKA/IbHO —
TONIbKO MCNO/Ib30BaTb Yepes API.

Mpobnembl NnpeaB3ATOCTU U cnpaBeaauBOCTU. LLM yyaTcA Ha «BCEM MHTEPHETEe», rae MHOro

npeaB3AaATbiX WKW YyCTapeBWMX AadHHDbIX. N3-3a 3TOro OHM MOTYT HenpeagHamepeHHO
BOCNpPoOn3BoaAUTb CTEPEOTUNDI.

YyscTBuUTENbHOCTD K BBOAy. LLM o4yeHb 4yBCTBUTENbHbI K MOJy4aemMomy BBOAY, TakK
Ha3blBaemMbiM npomnTtam. Hebonblloe nameHeHne BO BXOAHOM Pppa3e — M pesynbTaT MOKeT

O6bITb COBCEM APYTMM, 4YTO MOXKET MOoB/IMATb HA COrM/1aCoBaHHOCTb U NPeaCKa3dyeMOCTb WX
OTBETOB.

OtcytrctBue rnybokoro noHumaHua. HecmoTpa Ha o0OWMPHble 3HAHMA U A3bIKOBbIe
BO3MOXHOCTU, LLM He 061aaatoT MCTUHHBIM MOHUMaHMEM MUpa, 0cOb6eHHO B cneundpuueckux,
npodeccuoHanbHbIX TEMAX.




LLM

OrpoMHbie CeT ¢ Munnuapaamm
napameTpos

[nsa obyyenus Tpebylorca
obwupHbie n pasHoobpasHbie
Habopbl AaHHBIX

Ha obyueHune mopenm yxoaut
HECKONbKO MecsiLes

HyXHbl camble nepeaosbie
BbIYMCNUTENbHBIE MOLHOCTH

u pecypcei

MoaxoaaT ans WUPOKOro Kpyra
3apad, 8 Tom yucne HIN
M CO34aHUs TBOPYECKOro KOHTEeHTa

Hu3kas ananTUMBHOCTb:
HacTpouka Tpebyer
[ONONHUTENbHBIX PECYpPCOoB

TpebyioT cneunanMsMpoBaHHOro
obopynosaHus unu obnayHbIx
CepBuCoB

SLM

MNpocTas ceTb C MEHbLWUM
KONUYECTBOM NapaMeTpos

MicnonbayeT meHblune
no paamepy u bonee penesaHTHbIe
Habopbl AaHHbIX

ObyyeHne 3aHUMaeT HECKONbKO
Hepenb

XBaTtaet 6a30BbiX pecypcos
M MOLLHOCTEN

MNpenHasHa4veHbl, B NepBylo

oyepefb, ANg NPOCTLIX 3aaay
B KOHKpPETHOW obnactu

Jlerko aganTupyioTca Noa Hosble
notpebHocTn

PaboraioT Ha 06bi4HbIX MK
n paxe cmaptdoHax




ANbTEpPHATUBHbLIM NOAXOL,

LLM 6yayT mmeTb npenmyLlectso B 6onee ob6wem NnOHMMaHUM A3blKa

CywecTByeT HEMa/I0 SMMUPUYECKUX CBUAETENLCTB MPEBOCXOACTBA KPYMHbIX A3bIKOBbIX MOAENEN
B 0O6WEM NOHMMAHUK A3blKa HaZ MajsblMM MOAENAMM TOrO Ke nokoneHus. LLM npuobpeTtatoTt
CBOW CMOCOOHOCTM K MOHMMAHWUIO A3blKa B COOTBETCTBMU C 3aKOHAMW MacliTabupoBaHuA.
YTBepKaaTb obpaTHOe — 3Ha4YUT NPOTUBOPEYUTb 3aKOHAM MaACLWITAaOMPOBaAHMA A3bIKOBbIX
MOJEeNEMN.

HepaBHMe uccnepoBaHuAa yTBepKAaatoT, yto LLM obnapatoT mexaHM3MOM «CEMAHTUYECKOro
xaba» (semantic hub), KoTopbin no3BonAer Mm 0OOOLIEHHLIM 06pPasomM MHTErpupoBaTb U
abcTparMpoBaTb CEMaHTUYECKYHO MHGOPMALUIO U3 PA3INYHBIX MOAA/IbHOCTEN U A3bIKOB.

M3 3TOro MOXHO caenatb BbiBoA, 4TO LLM-reHepanuctbel Bceraa OyayT COXPaHATHb
NPENMYLLECTBO YHUBEPCA/IbHO Nyylled NPOU3BOAUTE/IbHOCTU Ha A3bIKOBbIX 3a4a4vax, Kak Obl
Y3KO OHM HWU OblAn onpeaeneHbl, N0 CPAaBHEHUIO C MaNbiMU A3bIKOBbIMU MOAENAMU TOFO XKe
NOKONIeHUA. ITO AOMKHO ObITb MX NpenmylectBom Haa SLM npu pa3BepTbiBaHUM B areHTHbIX
NPUIOXKEHUAX.




[loyemy BCe Xe SLM

MonynApHble WCCNeAoBaHUA 3aKOHOB MaclWTabupoBaHUA NpeanonaratoT, YTO apXUTEKTYPa
MOJENN OCTaeTCA NOCTOAHHOM B Npeaenax oaHOro NoOKoNeHus, Toraa Kak nocneaHume pabotbl no
OOyYeHMIO  ManblX A3bIKOBbIX MoAener  AeMOHCTPUPYIOT ABHble npeumyulectsa B
NPOM3BOAUTENBHOCTU NPU UCNONB30BAHUM Pa3HbIX aPXUTEKTYP AN1A Moaenen pa3HbiX pasmepos.

[MBKOCTb ManbiX A3bIKOBbIX MO,D,EIIEIZ.

CnocobHOCTb K CNOMKHbIM paccyKAeHnsm (4To TPaAUUMOHHO OblI0 CUABbHOWM CTOPOHOM
OrpomHbIX LLM) Tenepb mosKeT 6bITb AOCTUTHYTa U ManbiMn moaenamu (SLM), ecnm Bo Bpems nx

paboTbl (MHbepeHca) NPUMEHUTb CcneuunanbHble TEeXHUKK, Tpebylowmne A0NONHUTENbHbIX
BbIYMCINTENIbHbIX PECYPCOB.

[MonesHoCTb npeanonaraeMoro «CemaHTU4Yeckoro xaba» nposBadeTca, Korga 3ajavn Mau
BXOZHbl€ laHHble, KOTOpble A0MKHa 06paboTaTb MOAENb, ABNSIOTCS C/IOMKHbIMU.,




[lpenATcTBMA ONA BHeApeHUA

* 3HaAuMTeNIbHbIE MepBOHAYaNbHble MHBECTUUMWU B LEHTPA/IM30BAHHYIO WMHPPACTPYKTYPY ANA
nHdpepeHca LLM.

* Ucnonb3oBaHMe reHepanmncTCKMx 6eHYMapKoB Npu 0byYeHnn, MPOEKTUPOBaAHUM U oleHKe SLM.

* HepgocTtaToK I'IOI'IW'IHpHOVI ocBeJOMNEHHOCTMW.




ANroputm KoHseptauuu LLM-areHTa B
SLM-areHTa

* OpraHusauua cbopa aaHHbIX 06 UCNONB30BaAHUMN.

* KypuposaHue 1 punbTpauma AaHHbIX.
* Knactepusauma 3agau.

* Bbibop SLM.

* CneunanmnsmnpoBaHHoe goobyyenmne (Fine-tuning) SLM.

* UTepaunsa n ytouHeHwue.
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