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TpeHap! passutna LLM. LLM B Poccuu

* TpeHAabl pa3sutua LLM

* CunbHenwwme LLM 2025

* LLM B Poccum




MynbTUMOAaNbHOCTb

MynbTUMOAANBHOCTL - 3TO CMOCOBHOCTbL OAHOM MOAENN BOCMPUHUMATbL U 0b6pabaTtbiBaThb
HECKONbKO TWUMNOB JAaHHbIX oOAHOBpPeMeHHOo. MynbTMmoganbHaa LLM He npocto umeet
OTAEe/NIbHbIE MOAYNU AN KAPTUHOK N TEKCTAa — OHa CTPOUT eanHoe BHYTPEHHEe npeacTaBaeHune,
CBA3bIBAOLLLEE CMbIC/Ibl U3 Pa3HbIX NUCTOYHMKOB.

Kniouesble HanpaBaeHUs:

* TeKkcT + M306paxkeHune (Text-to-Image / Image-to-Text) (OpenAl GPT-4Vision), Google Gemini 1.5
Pro, Claude 3)

* Ayamno-mopganbHocTb (OpenAl Whisper, GPT-4, Gemini )

* Buaeo-mopanbHoctb (Gemini 1.5 Pro, VideoPoet ot Google)




MynbTUMOAaNbHOCTb

TexHUyeckne noaxoabl K peannsauuu:

* CvsiHMe Ha ypoBHe ambeaanHroB (Karkaaa MOAANbHOCTb (TEKCT, M3o0b6parkeHue) npoxoauT
Yyepes CBOM CMNeuuannsupoBaHHbIN 3HKOAEP, KOTOpbiM npeobpasyeT AaHHble B YMC/0BOM
BEKTOP)

* ApxuteKtypa «[llepeBogumk» (Mcnonb3oBaHMe Mmoaynein, Kotopble '"nepesoast" oOAHY
MOZa/IbHOCTb B APYryto)

* EpnHas apxuteKtypa (oaHa moaenb M3HayasnbHO o06OyvyaeTcA Ha [AaHHbIX pPas3HbiX TUMNOB,
NCNONb3yA 0OLLIMEe MEXaHU3Mbl BHUMAHUA)




ConmeHue OTKPbITbIX U 3aKPbITbIX
Mmoaenen

Pa3pbiB mexay 3aKpbiTbiMKM Kommepyeckumn moaensamum (ChatGPT, Claude, Bard) n oTKpbITbiMMK
MOAENIMMN C OTKPbITbIM MCXOAHbIM KOAOM MOCTENEHHO cOKpauwaeTcsa. OTKpbITbie MOAENN, TaKue
Kak Code Llama 70B mn Mistral Al 8x7B, AeMOHCTPUPYIOT BbICOKYO MPOU3BOAUTE/IbHOCTb Ha
CTaHAAPTHbIX TECTaxX.

YT0 npuBeno K conmnkeHmio?
CKa4yoK KauyecTBa OTKPbITbIX Moaenen
[laBneHmne co CTOpPOHbI COObLLECTBA U PErYyNATOPOB
MoTpebHOCTU pbIHKa: KAaCTOMM3aLMA U NPUBATHOCTb

JKOHOMMKA: AOPOrosBmn3sHa 3aKpbITbix API




ConmeHue OTKPbITbIX U 3aKPbITbIX
Mmoaenen

3aKpbITble UTPOKKU CTAaHOBATCA «bonee OTKPbITbIMUY (NybanKauua nccnegosaHm n small-scale
mopenen, ctpaterna «Open Weight»).

OTKpbITbIE UFPOKM C€O30a10T «3aKkpbiTble cepBucbl» (Meta ¢ mogenbio Llama 3, Mistral
Al 3apabaTtbiBaeT, NpeaoCcTaBAAs AOCTYN K CBOUM e OTKPbITbIM Moaenam yepes nnatHoe API).

MosBneHne rMbPUAHBLIX U MPOMEKYTOUHbIX GOPMaTOB («B3BelleHHaA OTKPbITOCTb»: AOCTYN K
BeCaM MOJENN BblAAETCA NO 3asaBKe A5 UCCNeA0BaTENbCKUX Lenel; BbiKknaabiBaeTca 6asosan
MOZe/1b, HO HE BEPCUA C TOHKOM HacTpomnKoi noa yenoseka (RLHF) — caman ueHHas 4acTb).

BuTBa 3a CO0OLLECTBO U 3KOCUCTEMY




PacuBeT masibix A3bIKOBbIX MOAENeN

BblicOKaA CTOMMOCTb 0by4yeHMs M aKcnayaTauum 6onbwinx LLM orpaHuymMBaeT MX NpUMEHEHMUE.
MoaTomy pa3pabaTtbiBatoTca manble LLM ¢ MeHbWMM KONIMYECTBOM MapamMeTpoB, KOTOPblie MOTyT
BbIMONHATb 3aJa4n MeHee pecypcoemko. Mpumepsbl: Stable LM (1.6 mnpa napameTpos) u
Microsoft Phi-2 (2.7 mnpa napameTpos).

3aKoH ybbiBatowen oTaauun. YsennyeHne napameTpoB nocne onpeaeneHHoro nopora (=100B)
AaeT BCe MeHblle NPUPOCTa B KaYecTBe Ha eamMHULY 3aTpaT

KpMTW—IECKaﬂ Ba*HOCTb AaHHbIX. WccnepoBaHMA NoOKasanm, 4To MaNeHbKYyO MOAE/b,
O6Y‘-I€HHyI-O Ha TWaTe/lbHO OT(I)MJ'IprOBaHHbIX, BbICOKOKaQ4YeCTBEHHbIX, CUHTETUYECKUX OaHHDbIX,
MOXHO CPaBHATb MO Ka4eCTBY C I'VII'E\HTCKOIZ, O6Y‘-I€HHOVI Ha BCEM noapAag

CI'IpOC Ha SKOHOMUYHOCTb N CKOPOCTb
BO3MOXKHOCTb cCneumanmsaumm

JToKanbHbIN 3anycK




PacuBeT masibix A3bIKOBbIX MOAENeN

KnioueBble apXuUTeKTypHble U MeToauUYecKue npopbiBbl, caenaswme SLM BO3MOXKHbIMMU

* KonoccanbHoe ynyyuweHue gaHHbix (Data Curation & Synthetic Data)
* NepenoBble apXUTEKTYpPbI
* HoBble Nnapaaurmol 0by4yeHus
Nocnepactesua gna pbiHKa
* lemoKpaTusaumsa 1 4eMOHOMNoAMn3auns
* CmeweHne pokyca ¢ «bonblle NapaMeTpoB» Ha «NYyYLLAA UHKEHepPMa»
* PasambiBaHMe rpanHmy,

* Mpobnema ana 6usHec-moaenei, NOCTPoeHHbIX Ha APl-nnaTexax 3a TOKeH




PacuBeT masibix A3bIKOBbIX MOAENeN

CneumanusnpoBaHHble cemencTBa SLM: byayT noaBaAaTbLCA HE NPOCTO obuwme moaenun, a uenble
«cemencTsa» OT opgHoro npoussoauTena (Hanpumep, KogoBas 4B, matematmyeckaa 4B,
MeANUMHCKan 4B), onTMMU3NpPOBaHHbIE NOA CBOK HULLY.

[MbpuaHbIE CUCTEMBI: YMHble CUCTEMbI OyaAyT aBTOMATMYECKM MApPLLUPYTU3MPOBATb 3anpoc:
NPOCTOM — K JeweBor NoKanbHoM SLM, cnoXHbin — K mouwHom obnayHon LLM. 370
cneayowmm ypoBeHb oNTMMM3aLmMmM 3aTpar.

«CmapTdoHbl KaKk AaTta-LeHTpbi»: npoussoautenn vunos (Qualcomm, Apple, NVIDIA) 6yayt
BcTpamBatb NPU, cnocobHbie addeKTnBHO 3anyckatb SLM, genaa mouwHbin M ctaHpapTHOM
dyHKUMen ntoboro ycTpomcraa.




CHUMXEeHune CTOMMOCTU

CHU)KEeHMEe CTOMMOCTU pPa3paboTkM M ucnonb3oBaHua LLM — 370 ¢yHAAMEHTaNIbHbIA TPEHA,
KOTOPbIN He NpocTo aenaet MU goctynHee, a KapaMHaNbHO MEHAET SKOHOMUKY BCEMN UHAYCTPUN.
Cenyac Mbl Habnwoaaem apPeKT «aemoKpaTU3aLuumn», CPAaBHUMbIM C TeM, KaK NMepcoHasbHbie
KOMMNbOTEPbI BbITECHUAN MEUHPPENMBI.

3a nocnegHue 2-3 roga Npon3oLWwo 06BasibHOE CHUXKEHME MO BCEM KNOUEBbIM METPUKaM:

CToMMOCTb 0by4eHus:

ObyuyeHne mogenn yposHa GPT-3 (175B napametpos) B 2020 rogy crtouno ~S4.6 MH., cerogHs,
6narogapa ontummsaumam (6onee adpPeKTUBHbIE APXUTEKTYPbI, BUBANOTEKN), aHANOTNYHYIO MOAENb
MOKHO 06yunTb B 2-5 pa3 aelwesne.

Ans meHbwmnx mogenei (7B-70B) cTtommocTb ynana A0 AecCATKOB/COTeH TbhicAY [0//1apoB, Aenas
pa3paboTKy AOCTYNHOW AnAa ctapTanos u nabopaTtopuii.




CHUMXEeHune CTOMMOCTU

CtonmocTb nHpepeHca (3anpoc K moaenm) - camMbiv 3aMeTHbIN ANA NONb30BaTeNsa CABUT:

> Mpumep API: ueHa 3a 1 mAaH BXoAHbIX ToKeHoB AnA GPT-4 Turbo ynana c AecATKOB A0N1apoB
A0 ~510 (Ha Bxoa) n ~S30 (Ha Bbixoa). AHanorn gna Claude, Gemini NOKa3bIBaOT TY YKe AMHAMMUKY.

> KOHTEKCTHOe OKHO: yBesninyeHne KoHTekcTa B 10 pa3 (c 8K ao 128K-1M ToKeHOB) YacTo npouncxoamT bes
NPONOPLMOHANBHOIO POCTA LEeHbl, YTO PE3KO CHMXKAEeT CTOMMOCTb aHa/IM3a AJNHHbIX OKYMEHTOB.

CTOMMOCTb N0Ka/IbHOTO 3anycKa (Ha NoNb30BaTE/IbCKOM YCTPOMUCTBE):

> PeBontouuna B adPeKTMBHOCTU: Bnarogapa KBaHToBaHuto (4-bit, 8-bit) n ontumunsaymam moaenun Ha 7-
13B napameTpoB Tenepb 6ecnnatHO paboTatoT Ha HOYTOYKe UK UTPOBOW BUAEOKAPTE.




CHUXeHune CTOMMOCTU

lnaBHble ApaiiBepbl yaeweBAeHUsA

1. MpopbiBbl B annapaTtHOM obecrneyeHnn n MHPpacTpyKkType (cneunanmsnpoBaHHbIe YMMbl)

2. PagmKanbHbI Nporpecc B afifOPUTMUYECKoN 3PPeKTUBHOCTU (Nydllne maneHbKkue moaenu;
apXUTEKTYpHble MHHoBauuun: Mixture of Experts (MoE), mopenb Bpoge Mixtral 8x7B (47B
aKTMBHbIX NapamMeTpoB) nmeeT KadyectBo 70B moaenun, Ho ctomumocTb MHPepeHca Kak vy 12-14B
MOZENU, TaK KaK B KaXKAblh MOMEHT aKTUBHbI INLWb 2 3KCNEepTa; CKaTUe N KBAaHTOBaHUE)

3. JKoHOMMKa MmacwTtaba u onTMumusauma AdaHHbiX (co3pgaBaTb [AaHHble CTaHOBUTCA
Aelwesne: reHepauma CUMHTETUYECKMX AaHHbIX C MOMOLbIO camux Xe LLM, apdpekT macwTtaba: no
Mmepe pocTa cnpoca Ha MN-nHdpepeHc, ruranTbl Bpoge OpenAl n Google moryt no3sonntb cebe
CTPOUTb CBEPXONTUMMU3UPOBAHHbIE AaTa-UEHTPbI, 3aKynaTb 4YMNbl ONTOM M pacnpeaenatb
dUKCMPOBaAHHbIE 3aTpaTbl HA MUAAMAPAbI 3aNPOCOB, CHUXKAA CPEeHI0 CTOMMOCTD).




CHUMXEeHune CTOMMOCTU

NocneacTeuAa n BAMAHUE Ha PbIHOK:

* [lemoKpaTnsauma goctyna

* CmeuweHne busHec-moaenemn

* HoBaA BO/IHA NPUIOXKEHUIN, HEBO3MOKHbIX paHee

* YcuneHne KOHKypeHuMn n aaBneHune Ha 1naepos
byayuwee TpeHAaa:

* CTOMMOCTb NPOoAO/IKNUT NafaTh, HO TEMN 3aMeaNINTCA

* POKYC CMEeCTUTCA Ha «CTOMMOCTb BNaaeHUA»

* BO3HMKHET «LieHoBas AUCKPUMUHALMAY» MO Ka4yecTBy




[paman onTMMMU3auma NpeanoyYTeHNIA

Bmecto obyyeHus ¢ noakpenneHnem Ha ocHoBe obpaTHoun cBA3u oT atoaen (RLHF) HaumHaet
NCNONb30BaTbCA Npsamas onTumulauma npeanoyvteHmn (Direct Preference Optimization, DPO).
JTO no3BoOAAET Hanpsamyk TpeHupoBaTb LLM Ha BbinonHeHue Kenaembix Aenctsmm 6es
MCNO/Ib30BAHMA CNOMKHbIX CUCTEM BO3HArpaxaeHus.

Y10b6bI cAenaTb moaenb Nosne3Hon, 6€30nacHOM M «NOCNYLIHOMY, eé HYXHO BblpoBHATL (align) ¢
4YeNOBEYECKMMU LEHHOCTAMM W 3agadvyamu. Crapbii, CNOXKHbIM U goporon nyTb: RLHF
(Reinforcement Learning from Human Feedback).

B 2023 roay nccneposatenu n3 Ctanpopaa n bepknm npeanomnm anbtepHaTmUBY:

MoxcHoO 8oobuwie omkazamesca om o0byyeHUA omoesnbHOU MoOesiu B03HA2PAXOEHUA U C/IOHHO20
RL. Onmumu3ayuto npeonoymeHuUll MOIHO c8ecmu K Mpocmoli Kraaccuyeckol 3adaye —
MaKcumusayuu npasoonodobus (Kak rnpu obbiyHOM 000b6yyeHuU), ucnons3ya AuwWb OAHHbIE O
npeodnoyYmeHUAax U HeMH020 MamemamuyeckKol maauu.




[paman onTMMmU3auma NpeanoyYTeHnn

Kak 3to paboraer:

BepyTca Te e camble AaHHble: (3anpoc X, «xxopownin» oteseT Y _w, «nnoxomn» oteet Y /).

Mcnonb3yetca maTeMaTUYeCcKMn BbIBOJ, KOTOPbIA MOKa3blBAET, YTO ONTUMMANbHAA MNOJIUTUKA
(obyyeHHas mogenb) M onTUManbHaa GYHKUMSA BO3HArpaXAeHus CBA3aHbl  MPOCTbIM
COOTHOLLUEHMEM. ITO NO3BO/IAET «BblPa3UTby» BO3HArpaxkaeHune yepes camy Moaesb.

BeBoauTtca npoctas ¢yHKUmMA noTtepb (loss), KoTopas HanpAMyl CpaBHMBAET BEPOATHOCTb,
KOTOPYIO MOZe/ib MPUCBaUBAET «XOPOLLUEMY» U «MJIOXOMY» OTBeTy. Lefib — makcmmmsnposaTb
Pa3pbIB MeXAy HUMW.

NMpeumyuwiecrBa:
HeBeposTHas npocTtoTa U cTabnnbHOCTb
BbiuncnutenbHaa spPekTMBHOCTb
KauecTBO 1 KOHTPONb
lemoKpaTtnsaumua




ABTOHOMHbIE areHTbl

ABTOHOMHDIM areHT — 3TO NPOrpaMMHasn CyLWHOCTb Ha 6a3e LLM, koTopas cnocobHa:

* BocnpuHumaTtb Uenb, cpopMynmMpoBaHHYIO HA eCTECTBEHHOM A3bIKE.
* MnaHnpoBaTb €€ AoCTUXKeHUe, pa3busas Ha nog3aaaumn.

» NenctBoBaTb B uMdppoBon (a B nepcrnektuse U GU3NYECKON) cpede, NCNOAb3YS UHCTPYMEHTbI
(API, nouck, koa, KnasuaTypy).

* HabnopaTb 3a pesynbraTaMu CBOUX AENCTBUIA U PEKYPCUBHO KOPPEKTUPOBATbL NJiaH B c/ay4yae
Heyaauu.




ABTOHOMHbIE areHTbl

Tunonorua u npumepbl NPUMEHEHUA

Mo cteneH aBTOHOMHOCTMU:

* Accuctupytowme (Single-Turn): BbINnOAHAT oAHY KOMaHAy C UCMNOJIb30BaHUEM MHCTPYMEHTOB
("Hanan nocnegHue HoBocTth npo UN").

* MHorowarosble (Multi-Turn): BbINONHAIOT CAOXHYIO 33a4ayy B HECKONbKO Laros 6e3
BMeLUaTeNbCcTBa Yenoseka ("Hanuwwm noct B 62101, Hanau nogxoaawmne KapTUHKAN 1 onybamnkym B
WordPress").

* NMonHocTbio aBTOHOMHble (Recurrent): PaboTaloT NOCTOAHHO, npecneays AO/IFOCPOYHYIO Lenb
(TpenanHr-60T, areHT MOHUTOPUHIA penyTauun).




ABTOHOMHbIE areHTbl

Kniouesble Bbi30Bbl U orpaHnueHus (Mouemy 310 eweé He Be3ge?)

HapéXHoCTb: areHTbl MOryT "CcXoAMTb C yMa', 3aUMKAMBATbCH, COBepLIaTb AOPOrocrosiime
OWMNOKN. HyXKHbl cypOoBble OFPaHUYEHUA N KOHTPOb.

be3onacHOCTb U 3TUKA: npeaoctaB/jieHne areHTy AoCTtyna K API I'IJ'IaTE)KEIZ, noyTte Uan couceTam
co3paeTr OrpomMmHblie PUCKH.

CTOMMOCTb U CKOPOCTb: KaXa0e «pa3mMbllieHne» areHTa — 370 BbI30B K LLM. CnhoxHaAa 3aaava
MmoKeT notpebosatb 50-100 BbI3OBOB, YTO AOPOro N MeAJIEHHO.

KoopanHauua HECKONbKUX areHToB: cCO34aHMe «KOMaHA», rae areHTbl obLlatoTcs U CropsT
MeKay COO0M — MOLLHbIN, HO KpaMHe C/I0XHbIW B OT1aAKe nNoaxoa,

NHTepdenc c peanbHbIM MUPOM: paboTa C HECTPYKTYpPUpPOBaHHOM MHbOpMaumen (Hanpumep, ¢
N10X0 0hOPMAEHHBLIM CAaUTOM) N GU3NYECKUMMU AeNCTBUAMM (PODBOTOTEXHMKA).




Moaenu «BuaeHue-A3biK-4encTame» ANn
poboTOB

3TO MYNbTUMOAANbHbIE MOAENU-TPAHCHOPMEPDLI, KOTOpble 0O0BbEAMHAIT TPU KAKOUYEeBble
MOAaNbHOCTHU:

BuaeHune (Vision): cnocobHOCTb BOCMPUHUMATbL M MOHMMATb BU3YasibHYIO cLeHY (06bluHO Yepes
Kamepbl poboTa).

AsbiK (Language): cnocobHOCTb MOHUMATb KOMaHAbl, MHCTPYKLUUM U KOHTEKCT, 3aZaHHble Ha
eCTeCTBEHHOM fA3blKe, a TaKXKe BeCTU AManor.

Nenctemne (Action): cnocobHOCTb reHepupoBaTb HU3KOYPOBHEBbLIE KOMaHAbl (ynpaBneHue
MOTOPaMM, 3aXBaTOM MaHUNynATopa) Ana GUsn4yeckoro B3aMMoaencTBmsa ¢ MUPOM.




Moaenu «BuaeHue-A3biK-4encTame» ANn
pob0oTOB

Knaccuuecknm noaxop, (2010-e): PasgeneHne Ha moaynu.
KomnbtoTepHoe 3peHne - [etekumna ob6beKToB, OLEeHKa NOo3bl.

MnaHnpoBaHue ABMKeHNI — eHepauna 6e3o0nacHoOM TPaeKToOpPUn.
KoHTponnep - HU3KoypoBHEBOE yrnpaBaeHMe MOTOPaMMU.
A3blk & OTAENnbHbIM NAapcep KOMaHA,

Mpobnema: XpynkocTb, CNOXKHOCTb MHTErpaumMm, HEBO3MOXKHOCTb 0606WeHNA Ha HoBble 3agaun bes
nepenporpammmMpoBaHUS.

Moaxopn ¢ VLA (2020-e): CkBo3Hoe obyyeHune (end-to-end).
Ha Bxoa: M3obparkeHne(a) c Kamep + TekctoBass KomaHAa ("'MpuHecn mHe A610Ko 13 Ba3bl Ha cTone").

BHyTpu: EamMHana 6onbluas TpaHchopmepHana moaenb (Hanoaobue GPT waun ViT).

Ha Bbixoge: HuW3KOypoBHeBble AeUCTBUS  (oenbTa  MONMOMKEHUA  cxXBaTa, CUNa  CxKaTuA)
AW NOCNe0BaTe/IbHOCTb TaPreToB A/18 NPOCTOro KOHTPoAAepa.

MpenmyuiectBo: Mogenb cama oby4yaeTca BHYTPEHHUM MPeAcTaBAEHUAM U CBA3AM MeXAy 3PeHUEM,
A3bIKOM U aenctBmaAMU. OHa 0bobLLaeT Ha HOBble 0OBEKTbl U KOMaHAbI.




Moaenu «BuaeHue-A3biK-4encTame» ANn
pob0oTOB

Google DeepMind — RT-2 (2023): dnarmaHckaa mopenb. bepet npepobyyeHHyio VLM
(BM3yanbHO-A3bIKOBYIO MOAe/Nb) U 00Oy4YaeT e€ npeacKkasbiBaTb HE TO/IbKO TEKCT, HO U TOKEHbI
AencTBuin. JeMOHCTPUPYET CNOCOBHOCTb K MPOCTOMY JIOTMYECKOMY BbIBOAY.

NVIDIA — VIMA (2023): Mopaenb, cneunanmsmpylowasca Ha 3adadax MaHunyaauum no
MYNbTUMOAANIbHBIM MHCTPYKUMAM («MOMOXKN KPacHbIA KYOUK Ha CUHWI, @ MOTOM CMaxXxHM ero Ha
non»).

Meta — VC-1 (2023): bonbliasa BM3yanbHaa Moaenb, NpegobyvyeHHana Ha r’MraHTCKOM Habope
Po6OTM3MPOBAHHbIX BUAEO, KOTOPAs CAYKUT OTIMYHOM OCHOBOW ANA [A000yvyeHMA nop
KOHKpPETHble 3a43a4Mu.

OpenAl — T[loKa3anu, Kak MOLLHble reHepaTuBHble MOAeN I MOTyT MCNOab30BaTbCA ANA
NNaHMPOBAHUA AENCTBMIMA HQ OCHOBE BM3YabHbIX NpeACTaBlEeHUN.




NHanBMAayanbHble 4aT-00Tbl

MocTtaBw KKk LLM npepnarator Bce H60nblue BO3MOXKHOCTEM A8 CO34aHUA CODCTBEHHbIX 4aT-
6otoB. OpenAl 3anyctun GPT Store, rge MOXHO AenUTbCA WMHAVMBUAYA/IbHbIMW BEPCUSAMMU
ChatGPT. Hugging Face no3BonseT co3aaBaTb 4aT-60TOB Ha OCHOBE Nt0ObIX OTKPbITbIX LLM.

* MpnBaTHOCTb M 6€30MacHOCTb AaHHbIX
* JlokanbHOCTb — must-have. Moaenb 1 Bawun AaHHble He 00X (Hbl YXOAUTb B 06/1aKo npoBanaepa

* WndpoBaHue n nonaumnsa. laHHble JONXKHbI XPaHUTbLCA B 3alUMPPOBAHHOM BUAE AaXKe HA YCTPOMUCTBE
* PopMmMpPOBaHME «3XO-KaMePbI» N NoTeps 06 BEKTUBHOCTU
* DTUYECKUe rpaHunLbl
* TexHU4YeCcKaa CNOXKHOCTb UHTEerpayum

* «[MapagoKc apyxobbi»




[eHepaTnBHOe U B noTpebutenbckux
MPUNOXKEHUAX

LLM BHeapAwTCcA B pa3/iNyHblie NMPOAYKTbl AnA notpebutenen mn npeanpmatnii. Aim Research
NPOrHo3upyeT, 4To K 2024 roay 40% KoprnopaTUBHbLIX MPUIOKEHUN BYAYT UMETb BCTPOEHHbIN YaT-
6ot ¢ NN, a kK 2030 roay 70% npunoxennn 6yayT BblAaBaTb pe3y/bTaTbhl B Ppea/lbHOM BPEMEHMU.
Hanpumep, Grammarly ncnonb3yet reHepatusHoe MU anAa co3gaHmMA KOHTEHTA Mo 3anpocy, a
HubSpot npegnaraet nHctpymeHTbl Ha 6a3e U ans co3paHmAa TEKCTOB, 3aro/I0OBKOB U T.A4.

Pe3koe napgeHune ctommoctn uHdepeHca. BobizoB kK moaenn GPT-4 wnnm aHanoram crtan
[OCTaTOYHO AeléBbIM, YTODbI BCTPanBaTb €ro B NPUIOXKEHMA C MUIZIMOHAMM NO/1Ib30BaTENEN.

Pesontounsa B MynbTMMOAabHOCTU. Moaenn HayYynamcb NOHMMATb U reHepUpPoBaTb KOHTEHT B
nobom popmare: TEKCT, U3obpaxkeHue, ayamo, smaeo, 3D.

deHomeHanbHbIN ycnex ChatGPT Kak Toukm Bxoga. OH obyuymn COTHU MUINIMOHOB NOAEN YTO
MOXXHO npocuTb y MM, co3aaB rotoBbln pbIHOK K CrpoC.

KoHnKkypeHuus nnatpopm. Apple, Google, Microsoft, Meta cnewat BHegpuTb GenAl B cBon OC un
dbnarmaHCcKue npoayKTbl, YTOObl HE OTCTaTb. ITO NOACTErMBAET BCIO MHAYCTPUIO.




[eHepaTBHOE N B NOoTpebuUTenbCcKux
MPUNOXKEHUAX

* KauecTtBO 1 ranntounHauum
* ABTOPCKOE NpaBo U KOHTEHT
* JKOHOMMKA B MacLwiTabe

* Mepexop, oT «Bay-3dPeKTa» K «YyTUANTAPHOMN LEHHOCTUY

° KOHLI,EHTpaLI,MFI PblHKa N 3aBUCUMOCTb




[TonCK MHPOPMaLMK ANAa ynydlenms LLM

NccneposaTtenn ncnonb3ytot metoq Retrieval Augmented Generation (RAG) ana nogkntoyeHun
LLM K BHewHMM 6a3am 3HaHMK. ITO NO3BOAAET MOAENIN NOJy4YaTb AOCTYN K aKTya/ibHOW
MHOOPMALMM N YyNyYLIaTb KavyecTBO OTBETOB. MccneagoBaHMA MOKa3biBAlOT, YTO MCMOJ/Ib30OBaHUE
RAG nosbllLaeT KayecTBO OTBETOB.

Mpobnema ctangaptHoro RAG (Naive RAG):
3anpoc nosb3osBatena - BekTtopusauma
Mounck no BektopHoun b/l - Bo3spat Ton-K Hanbonee noxorKMx No CMbIC/Ty YaHKOB
Nopaya YaHKoB + 3anpoc B LLM - leHepauuna oTeeTa

Cnaboe 3BeHo: War 2. Ecam B Ton-K YyaHKOB HET TOYHOro OTBETa WM eCTb MPOTUBOPEYUBAA
nHbopmauma — LLM creHepupyeT ranntoymHauuto, gaxke nmes AoCTyn K AaHHbIM.




[TonCK MHPOPMaLMK ANAa ynydlenms LLM

YnydyweHue RAG:

1. Mepen 3Tanom MNOUCKA: NOArotoBKka M oboraweHue 3anpoca (Query Transformation &
Routing). Llenb — noHATb HacmMoswee HamepeHue MNonb30BaTeNss U aAanTMPOBaTb NOA Hero

NMOUCK.

2. Bo Bpems noucka: ymHoe nssneyeHue 4yaHkos (Advanced Retrieval). Llenb — HalTK He npocTo
MNOXOXWe TEKCTbl, @ MAaKCUMAZIbHO PeNeBaHTHbIE N NONHbIE PParMeHTbI.

3. Nocne noucka: cMHTE3 N PpUNbTPaUUA KOHTeKcTa. Llenb — nogate LLM ontumanbHbIN, He
NPOTUBOPEYUMBDLINA M AOCTATOUYHbIN KOHTEKCT.

4. PyHpameHTabHble yydlleHUs JaHHbIX M ambeaAuHIoB




CunbHenwme LLM-yaTtbl 2025 ropa: ot
GPT-5 oo poccunckux peweHnn. Jinagepsl




GPT (Open Al)

GPT-5 1 03-pro (2025) ctan HOBOM NNAHKOW B PACCYy*KAEHUAX U NpPOrpammmnpoBaHmn. CnnbHble

CTOPOHbI — CANOXHAA MHOlrowarosad J/0rnMka, MyabtUMoaad/ibHOCTb C nop,,u,epmkof/i BNAeo “
ayano, Knsoe B3aMMOﬂ,emCTBMe B p€a/ibHOM BpeEMEHMU.
GPT-5:

* MynbTMoaanbHocTb ¢ poxkaeHuna (Natively Multimodal)
* PaccyxpaeHune un nnaHnposaHue (Reasoning & Planning)
* AreHTHble Bo3moxHocTu (Advanced Agency)

* TMTaHTCKMM KOHTEKCT U NaMATb

* Pesontoumnsa B aGPeKTUBHOCTH

* ®okyc Ha "BbipaBHMBaHMK" (Alignment) n 6e3onacHocTH




GPT (Open Al)

o3-pro:

* Mapagurma «PaccyxaeHune Kak nnaHnpoBaHue» (Reasoning-as-Planning)
* AKcTpemanbHas asToHomuAa (Autonomy Levels)

* YcuneHHaa 6e30nacHOCTb Yepe3 Npo3pavyHOCTb

* OnTMmmn3sauyma nog, Hay4dHblEe N NCCNeNO0BaTE/IbCKUNE 3a4a4YN

* «CamMOOCO3HAaHHOCTb» KOHTEKCTa




Claude (Anthropic)

Claude 4.1 — rmnbpuaHas reasoning-moaenb, y»e aoctynHas yepe3 APl u Amazon Bedrock.
OTtnnyaetca 6e3onacHOCTbIO, Nybokon paboTom ¢ AOKYMEHTAMM U PyHKUMEN computer use ans
aBTOMaTm3auum paboumx npoLeccos.

1. KntoueBaa ocobeHHoCTb: «PaccyaeHune Kak cepBuc» (Reasoning-as-a-Service)
2. YnydlweHHaA HaTUBHAA MY/IbTUMOAANbHOCTb

3. «AreHTHOCTb» C/le4ytoLero ypoBHA

4. dyHaaMeHTabHOEe yny4lueHne 6a3oBbix cnocobHocTen

5. besonacHocTb 1 BblipaBHMBaHMe (Anthropic's Core Mission)




Gemini (Google)

JlInHenka Gemini 2.5 npeactasneHa Bepcuamm Flash, Flash-Lite n Pro Exp. [naBHbIN aKUEHT —
MYNbTUMOAANbHOCTb, TMFAHTCKME KOHTEKCTbl U HaTUBHAA MHTErpauma B akocuctemy Google.

. [TMINePKOHTEKCTHOE OKHO HOBOIO NOKoNeHMSA (2M+ TOKEHOB)
. MMnaHnpoBaHue n paccyxaeHna (Reasoning Engine)

. YHMBepcanbHaa mynabtumoganbHocTb (True Omni-Modality)

. PeBontounoHHana apdektnBHocTb (Cost-Performance Breakthrough)

. CneumanusmpoBaHHblie Bepcum (Gemini 2.5 Nano — an1a MobubHbIX YCTPOMUCTB (BCTpanBaHue

Pixel, Android); Gemini 2.5 Pro — ocHoBHaa cbanaHcupoBaHHas Bepcma ana APl u
Bard/Gemini Advanced; Gemini 2.5 Ultra — ¢narmaH Ans camblXx CAOMHbIX 3agad (Ho,
BO3MOXHO, Google oTKarkeTcs oT Ha3BaHuA Ultra).

1
2
3
4. AreHTHOCTb M aBTOHOMHOE BbinosiHeHMe 3aaa4 (Agentic Al)
5
6
B




DeepSeek

KntoueBana MHHOBaUMA: obyvyeHMe C nogkpenaeHnem Ha paccyxaeHuax (Reinforcement Learning
on Reasoning)

Apxutektypa R1 nocTtpoeHa BOKpYr ABYX MOAENEN:

* Mopenb-paccykaatenb (Reasoner Model): reHepupyeT LLenoyKy paccy*aeHuni (reasoning trace)
— nocneaoBaTeIbHOCTb JIOTMYECKUX LAros, BeAyLUX K OTBETY.

* Mopgenb-Bepudpukratop (Verifier Model): oueHmBaeT KayecTBO KaxKAoro Liara B LeEMNoYKe
PacCy*AEeHWUI, A HE TOIbKO KOHEYHbIM OTBET.

C nomouibto Reinforcement Learning (RL) moaenb-paccy:kpatenb y4YUTCA reHepupoBaThb LLaAruy,
KOTOpble NOAYyYatoT BbICOKME OLEHKU OT BepndPUKaTopa.

MocTeneHHO MoAeNb yunTcs He "yragpiBaTb" OTBET, @ CTPOUTb KOPPEKTHbIE IOTMYECKUE LENOYKN.




DeepSeek

TexHnyeckne ocobeHHOCTH
* Cmecb aKkcnepTos (MoE)
* TnbpmnaHoe obyyeHmne

Ha 6eHYMapKax CnoXKHbIX paccy*geHnin R1 noKkasbliBaeT BblgaloWwMeca pe3yibTathbl:
* MATH: 84.5% (conoctaBumo ¢ GPT-4)

* TheoremQA: 36.2% (beHumapK AnA  OUEHKM  MaTeEMATUYECKOro U Hay4yHoro
PACCYKAEHMSA A3bIKOBbIX MOAENEN)

* GPQA Diamond: 45.2% (3KcnepTHbI ypoBeHb B bBuonornm, pusmnke, Xumunn)

* Jlornyeckne ronoBONOMKU: 3HaUMTENbHO npeBocxoauT Llama 3.1 70B n agpyrme open-source
Mmoaenu




Perplexity

OpueHTMPOBAH Ha BObICTPbIN NOUCK N NpPOoBePKY ¢aKkToB. B Pro-Bepcrum MOXKHO nepeKknoyaTbCs
merKay pasHbimu LLM, a pexkxum Deep Research genaet ero ogHMM M3 y4INX MHCTPYMEHTOB AN
pa3BeaKkn MHPopmaumu.

310 rMbpua nomnckoson cuctembl n MN-accucteHTa, ocHoBaHHbIM Ha LLM (ncnonb3yetr moaenu
Bpoae GPT-4, Claude 3, cBoux cobCcTBEHHbIX), KOTOPbIN:

* MoHMMaeT Ball 3anNpoC Ha ecTeCTBEHHOM fA3bIKE.

* NweT nHpopmaumio B UHTEPHETE B PeaslbHOM BPEMEHM.

* CUHTE3UpyeT OTBET Ha OCHOBE HalAEHHbIX MCTOYHUKOB.

* NNoKa3bIBaeT TOUYHbIE CCbIZIKM HA UCTOUYHUKM ANA KaXKA0ro YyTBEPKAEHUA.

* Mo3BonsAeT yrnybnsTbcs B TeMy Yepes Ananor.




Perplexity

* OTBeT, a He ccbinku (Answer Engine)

* Mpo3payHocTb 1 unTnposaHme (Citations)

* «MpPOaKTUBHbIN MOUCK» U YTOYHAOLLME BONPOCHI

* Pexkumbl noncka (Focus Modes)

* «Konnekumn» (Collections)

* RAG (Retrieval-Augmented Generation) B peaibHOM BpemeHHU
* CobCcTBEHHbIE A3bIKOBbIE MOAENM

* MHTenneKkTyanbHbI pepanTuHr 3anpocos (Query Rewriting)




CunbHenwme LLM-yaTbl 2025 rona: ot GPT-5
N0 POCCUUCKUX pelleHnn. Poccnmnckme

peleHmns




C6ep GigaChat 2.0

310 cemenctBo bonblwinx fA3blKoBbIXx mogenen (ot 1.4 mnpa go 130 mnpa napameTpos),
pa3pabotaHHbix Cbepom B 2024 rogy. IT0 He NPOCTO OOHOB/EHME, @ APXMTEKTYPHO HOBaA
MOZe/1b C YNOPOM Ha:

* MynbTMMOAaNbHOCTb (TEKCT, n30bparkeHus, ayamo)
* PaccyxaeHuna n nnaHMpoBaHue

* PyccKoA3bIYHbIA N MYNIBTUKYNBTYPHbIN KOHTEKCT

* 9dPEKTUBHOCTb M AOCTYNHOCTb




C6ep GigaChat 2.0

KntoueBble 0COBEHHOCTU U apXUTEKTYPHbIE NPOPbIBbI

1. YnydweHHaa MmynbTUMOOaNbHOCTb
2. «PaccyxaatoLwme» cnocobHoCcTH

3. MHOroa3bI4HOCTb C aKLLEHTOM Ha PYCCKUM

4. TexHN4YecKme NMHHOBaUNU




C6ep GigaChat 2.0

C6ep BbiNnyCKaeT He O4HY MoAesb, a Lesioe CEMEUCTBO NOoA, pasHble 3a8aun:
GigaChat 2.0 Max (130B) — ¢pnarmaH Ana cnoxxHbix 3a4a4

GigaChat 2.0 Pro (70B) — cbanaHcmpoBaHHaA Bepcua ana 60AbLLIMHCTBA 33434
GigaChat 2.0 Lite (14B/7B) — ans mobunbHbIX YCTPOMUCTB U edge-BblYNCNEHUI
GigaChat 2.0 Coder — cneymannsmpoBaHHaa 418 NPOrpaMmmMmmMpoOBaHmMS
GigaChat 2.0 Math — gns matemaTmnyeckmx BbluMCIEHNI

UHTerpauma 8 akocucrtemy Cébepa:

GigaChat 2.0 — ato agpo umdpoBOMN 3KOCUCTEMDI.

CbepbaHk OHNANH: YMHbIN MOMOLWHUK AN PUHAHCOBLIX ONepaLun.
CbepCantoT: [010COBOM ACCUCTEHT C YAYYLLIEHHbIM UHTEN/IEKTOM.
CbepucKk: AHann3 n pabota c parmnamu.

GigaChat API: Ansa 6mu3Heca n pa3paboTymKos.

KoprnopatusHsble peweHuna: UHTerpauma B ERP, CRM cucrtemsi.




AHaekc YandexGPT-5.1

[octyneH B Lite/Pro Bepcusx, BcTpoeH B «Anucy» M obnadvHble cepsBucbl. Moaaeprusaet
KOHTEKCTbl A0 32K TOKEHOB M ONTUMU3NPOBAH NOA, IOKA/IbHbIE 33a4a4M.

Mo pe3yanbraTaM BHYTPEHHEIO CAENnOoro nornapHoOoro cpaBHeHMA ANAd WHUPOKOro NnOToKa 34arnpocos

K cepBmncam AHAeKca YandexGPT 5.1 Pro npeBocxoaut YandexGPT 5 Pro B 58% cnyyaes, a GPT-4.1
KomnaHun OpenAl — B 56% cny4yaes.




Anpekc YandexGPT-5.1

HasBaHue BeHuMapka Qwen 3 32b
no_think

PakTbl U3 pasHbix obnacTeil 3HaHUI

Lol e
WikiFacts RU 45%
GPQA 51%

YandexGPT5Pro  YandexGPT 5.1 GPT-40

Pro
67% 72% 71%
64% 74% 74%
42% 46% 49%

CnepoBaHue 3agaHHoMy popMaTy oTBeTa

Format RU 70% 77%

IFEval 84% 75%

PaboTa c TekcToM

YExtract RU 44% 57%

78%

81%

65%

74%

84%

60%




AHaekc YandexGPT-5.1

I'Iepen UCbIBaHUE

Rewrite RU 75% 89% 92% 91%

BFCL 69%* 66% 69% 70% MaremaTuKa M HanucaHue Kopa

MATH 87% 81% 86% 80%

PaboTa c GAIMHHBIM KOHTEKCTOM e

FinQA 32K 72% 52% 69% 63%
------------------------ Math Textbooks RU 90% 88% 91% 85%

................................................. 38% 34% 41% 40%




Anpekc YandexGPT-5.1

CucTeMHbIn NpoMT

Mopenb CTporo cnegyet MHCTPYKLWMKW B CUCTEMHOM MNMpomMTe

Bbino

"role™: "user”,

"content”: "Tbl NHBECTULIMOHHBIN KOHCYNBTAHT.
Mpuaep:x1Baiica BEXIUBOro, HO HEMHOIO UrPUBOTC
TOHa, UCrnonb3yii 3Moa3n. OBpaTH BHUMaHKUe, 4To
300POBaTLCA HY>XHO TONLKO B TOM Clyyae, ecin
nonb3oBaTtenb ¢ TOBOW 30,0POBAETCS, NOBTOPHO 3TC
[[enaTtb He HYXHo."

I8
{
“role™ "user”,
"content™: "MpueeT!”
L
{

"role™: "assistant”,
"content”: "Mpueer! . Yem mory nomoub B o6nactu

on

WHBECTULIUIA? &
I8
{

"role": "user”,

"content”: "kyaa BNOXWUTb fleHbru?"

"role™: "assistant”,

"content”: "MpMBETCTBYIO B MUpe MHBeCTMUMi! {...}"

Crano

"role”: "system”,

"content™ "Tbl MHBECTULIMOHHDIN KOHCY/IBTaHT.
MpnaepXMBaica BeXNUBOro, HO HEMHOMO UIPUBOTo
TOHa, UCNONb3yi aMoaA3u. OBpaTh BHYMaHWe, 4To
3[10POBATLCA HY>XHO TOMBKO B TOM Cly4yae, ecin
nonb3oBaTens ¢ TOGOW 300pOBAETCs, NOBTOPHO 3TO
aenaTb He Hy»HOo."

3

{
“role™: "user”,
"content™ "MpuseT!”

"role™: "assistant”,

"content”: "3apaBcTByiiTe! Yem mMory nomoub? 5 "

"role™: "user”,

"content™ "Kyaa BNOXWTb fleHbru?"

"role™: "assistant”,
"content”: "BbliBop MHBECTULMIA 3aBUCUT OT BalMX
ueneii, Cpoka v ypoBHSA pucka {...}"

}




Anpekc YandexGPT-5.1

CymMmmapusauus

Mopenb TouHee aHaIM3npyeT TEKCT 3anpoca U BbIHOCUT KOpDEKTHbID’I BEPAOWKT Ha ero OCHOBaHWW.

Huke 5 NpUBOXY 3anNpoc Ha CPaBHEHME 0OBEKTOB, NMPaBUIIbHbIM OTBET Ha 3TOT 3aMNpPoOC U OTBET
HEKOTOPOro NOMCKOBOrO aCUCCTEHTA. TBOA 3a4a4a — onpeaennTb, BEPHO M OTBETWUA aCUCCTEHT
Ha 3T70T 3anpoc. OTeeTb B BuAe JSON c nonamu: — verdict: TBoé pelleHne — «correct», ecnu
OTBET [laH 1 OH BEPHBIN; «incorrect», eCnuv oTBET [aH M OH HEBEPHbIN; «N0_answer», ecnv
MOMUCKOBBI aCMCCTEHT SBHbIM OTBET Ha BOMPOC He fan. — explanation: cbocHoBaHWe TBOEro
peLieHns.

3anpoc: B kakol kHWre no nMaepcTBy CTpaHuL, 6onblie — B KHUre A nm B kHure b?
MpaBunbHbIZ 0TBET: B KHKMre A OTBET acuccTeHTa: **B kHure «JlnpepcTso. Teopus 1 npakTuKa.
[MpodeccroHanbHeIM Noaxod, K ynpaBneHuo KoMnaHusMu v nioabMmn» MNMutepa HopTxayca
Honblie CTpaHuL, YeM B KHUre «bubnus 6occa. YuebHMK No nMaepcTBy U JOCTUNXKEHWIO LIENEN»
Bptoca KpeneeHa**. KonvuecTBo cTpaHuu, B KHUre «JlupepctBo. Teopusa v npakTuka» — 496,

a B «bubnuu 6occa» — 400.

Bbino Crano
{ {

"verdict": "incorrect”, "verdict™: "no_answer”,

"explanation”: "OTBeT acCUCTEHTa COQEPXXUT CpaBHEeHUe "explanation”: "AccucTeHT NnpegocTaBun MHGOPMaLMIO O
KONU4eCTBa CTPaHWLL B ABYX KOHKPETHbIX KHUrax no KONM4ecTBe CTPaHUL, B IBYX KHWUrax, HO B UCXOHOM
NMOepcTBY, HO He COOTBETCTBYET 3anpocy, Tak Kak He 3anpoce He YNOMUHaIUCh 3TH KHTK. Takm obpasom,
ACHO, ABNAKOTCA /1N 3T KHAMM KHArOM A 1 KHuroi b n3 aCCMCTEHT He OTBETU/I Ha 3aAaHHbIA BONpoc.”
ucxogHoro sonpoca.” }

}




Anpekc YandexGPT-5.1

BoipeneHmne nnpopmauum

Mopenb n3snekaeT 13 TekcTa 3anpoLlleHHyto MHd)OpMaLI,MIO M TOYHO cnepyeT MHCTPYKLUWMA.

OI'IDEJJ,EHI/I M3 ONMMUCaHWA TOBapa ero T1urn 1 HaseaHUe. Ecnun tun OTCYTCTBYVYET, NAULLIK NYCTO.
Ha3eaHue TOBapa COCTOUT N3 HECKOJIbKUX KJTHOYEBbLIX CNTOB N3 ONMMCaHUNA. Ecnmnectb Ko TOBapa,

BKJ1OUM €ro B HasBaHue. MNapameTpbl KOHPUIypaLIMU U XapaKTEPUCTUKIN HE BKOYa B
Ha3BaHue.

onucaHue Toapa: Google Nexus 6 64 Gb cnHun.
Bbino Crano

Tun: CmapTtdoH Tun: cMapTdoH
HazeaHwe: Google Nexus 6 64 Gb HazeaHue: Google Nexus 6




Anpekc YandexGPT-5.1

KntoueBble XapaKTEPUCTUKU U apXUTEKTYPHblE 0COBEHHOCTH

1. MaTemaTUyeCcKni NpopoIB

2. YnyyweHHaa MynbTMMOZAAIbHOCTb

3. TeXHNYEeCKUNe yny4lleHuns

CemewnctBo mogenen YandexGPT 5.1

YandexGPT 5.1 Pro (130B napameTpoB) — daarmaH ANsA CNOXKHbIX 33434
YandexGPT 5.1 Lite (30B) — ana maccoBoro ncnoab3oBaHus

YandexGPT 5.1 Mobile (7B) — ans mobunbHbIX yCTPOWNCTB

YandexGPT 5.1 Coder — cneumanmsmnpoBaHHas Ansa NporpaMmmmpoBaHmus




LLM B Poccuu: oT skcnepMmeHTOB K
BHeApeHUIo




Ncnonb3osaHue LLM

LLM BHegpAatoTcA He KaK 3KCNepUMMEHT, a KaKk paboumi MHCTpymeHT. Yawe Bcero LLM
npumeHaAT ana paspabotku (44%), nokymeHToobopoTa (35%), reHepaunmn KoHTeHTa (29%) un
aHaANUTUKK (22%). MouTtn BCce oTmeYatoT: MM nomoraet sSKOHOMUTb PeCypPCbl, 3aMEHSAA PYTUHY U

ycKopaa paboTty KomaHa,

LLM BHeapATCA HE KaK 3KCNEePUMEHT,
a Kak paboynn UHCTPYMEHT.

44%
Paspa6oTka

34%
o™ 23%
Bl 22%

AHanuTuka




Ncnonb3losaHwme LLM

Ha cerogHAWHWM AeHb NMOYTU MONOBMHA KOAa MULLETCA C MOMOLLBIO A3bIKOBbIX moaenen. Koa
TaK»Ke MOoKpPbIBaeTCA TeCTaMM C UX MOMOLLbIO.

AHaANUTUKN UCMNONIb3YHOT LLM 4ana HanucaHmAa TexHUYeCKUx 3a,ﬂ,aHMﬁ pa3pa60TqMKaN\,
TECTUPOBLWUKN MULWLIYT NpPpOorpamMmmbl aBTOMaTn4eCKoro TeCtTmpoBaHUA, p83pa6OT‘-II/IKM — 4YacCTb

KoAa.

LLM aKTMBHO NpUMEHAIOTCA B 3a4a4ax NOAAEPHKKU U BHYTPEHHUX npoueccos. M BHeapsAatoT B
NIOKYMEHTO0H0pPOT, NOAAEPHKKY, OPraHM3aLUI0 B3aUMOAENCTBUIN BHYTPM KOMaHA N 0bpaboTKy
TUNOBbIX 3aNpPOCoB. Yalle Bcero 370:

aBTOMaTM3auma AOKYMeHTo0bopoTa u coctasneHue K,
reHepaumAa YepHOBMKOB, CYMMapu3aLmna BCTPeY;
NOMOLLb B HaBMraumnm no BHyTpeHHeN 6a3e 3HaHUN U POPMUPOBAHUE BHYTPEHHMX aCCUCTEHTOB;

co3faHue UMPppoBbIX MOMOLLHUKOB M Aaxe «UU-coTpyaHUKOB» AN y4acTMa B KOMaHAHOM




Ncnonb3losaHwme LLM

TpeHa oyeBMaeH: KOMNaHUM Bce 4vawe ucnonb3ywT UM He Tonbko B UT-npoueccax, HO U B
PYTUHHbIX OMepauMoOHHbIX 3a4a4ax.

LLM B KOHTEHTE U MapKeTUHre:
° CO34aHNE MAPKETUHIOBbIX TEKCTOB, KOHLENLMK, Npe3eHTaLUnN;

“ reHepauna BU3yasibHOIro KOHTEHTa,

¢ dHa/In3 PUCKOB N NOAroToOBKA MCCI'IE,EI,OBE\HI/IIZ.




Ncnonb3losaHwme LLM

MW nomoraeT 6bicTpee paspabaTbiBaTb KOHUENLUUK, NPOBOAUTb aHANN3, TECTUPOBATL FMNOTE3bI
— W 3TO HanpaB/ieHUEe AEMOHCTPUPYET BbICTPbIN POCT.

Hanbonee tnnunytHble NPUMEHEHUA!
‘ MHTEﬂﬂeKTyaﬂbellz NOUCK Nno 6a3am 3HaHMI7I;

“ reHepauna TEeXHUYECKOWn AOKYMEHTAUNN,

* CEMAHTUYECKMNM aHaNun3.




Ncnonb3losaHwme LLM

NT-KomnaHMM OKasanucb B aBaHrapae BHeapeHua LLM. BONbWMHCTBO KOMMAHMN-YY4aCTHUKOB
npumeHAOT UM B HECKONbKUX cCuUeHapuAx Ccpasy, npespaliad ero u3 BCNOMOratesbHoro
MHCTPYMEHTa B pabouyto cpeay.

Pa3paboTka n TectupoBaHWe CTaM TeMU HanpasneHusamu, rae LLM npuHecnn ouytumblin
apPekT. Bce 6Honblwe KomnaHun BHeapaAtoT LLM-nnatpopmbl, co3patotr UM-accmucteHTOoB M
3aMyCKalOT CKBO3HbIe CLLEHAPWUMN, BCTPOEHHbIE B eXXeaHEeBHY0 paborTy.




Ncnonb3losaHwme LLM

busHec ctpemutca BHeapATb MA — HO 334acTyto He NOHMMaeT, KaK 3TO caenatb NPaBuU/IbHO U B
KaKMX 3a4a4ax OH AeUCTBUTE/IbHO AACT LEHHOCTb. Y KOMNaHUW HeT aeduumta nHTepeca — ecTb
AePUUNT MOHMMAHUA.

ToyeyHoe wucnonb3oBaHMe WU ycKopseT npouecc, HO MaKCUManbHbin 3ddeKkT paet
KOMMEKCHbIN NoAXoA: CHayana aHa/n3 Toro, YTo AenCTBUTENbHO HYXKHO BM3Hecy, onTMMmM3aumn
apXUTEKTYpPbl M npouecca, a 3atem c nomouwbio UMW mncnonb3oBaHUe TONbKO HEOOXOAUMbIX

KOMMOHEHT.




Ncnonb3oBaHue LLM

OTpacnu-nuaepsbl no BHegpeHuto LLM

B PvHaHCcOoBbIN
ceKkTop

Putenn
¥ e-commerce

MpoMmbIWNEeHHOCTb, MEAULINHA,
obpa3oBaHue, TeNEeKOM, NOrucTuka,
rOCCEeKTOp, MapKeTIN/IeNChl,
UT/vHppacTpyKTypa




Ncnonb3losaHwme LLM

®dunHaHcoBbIN ceKTop Hanbonee aktuBeH B MU-nHnymatneax. 3aecb LLM ncnonbaytot gns:

* ycKopeHus pa3paboTku n agantaumu MO nog MMNopTO3aMeELLEHMNE;
* npoBepkn KYC-gOKYMeHTOB, aBTOMaTU3aLMMN JOKYMEHTOOHOPOTa;
* aBTOMaTU3auUMm 06paboTKM 0OpaLLEeHNIN U KIMEHTCKOM NOAAEPHKKU;

* UHTENNEKTYA/IbHOIO MONCKA NO BHYTPEHHUM AaHHbIM;

* BHeapeHus Al-acCUCTEHTOB PYTUHHbIX onepauuin B mapketuHre, HR u ap.




Ncnonb3losaHwme LLM

Putemn un e-commerce aKTMBHO WUCCAeayoT BO3MOXHOCTM LLM pgna nepcoHanusayumu,
aBTOMATU3auMM NoAAEPXKKM N NOoBbiWeHNA 3OPEKTUBHOCTU BHYTPEHHUX npoueccos. Cpeamn
K/1l0YeBbIX CLLleHapues:

° reHepaums onMcaHunii ToBapoB.;

* UHTENINNEeKTYaibHbl€ BUTPUHDI;

* 4yaT-60Tbl ANA NOAAEPHKKN KINEHTOB;

* aBTOMaTM3aLUma 3aKa3oB U JOKYMEHTO0bopoTa;
* NAPCUHT BXOAALWMX 0bpaLLeHni;

‘ pekomeHgaunn U nepCoHaIn3npoBaHHbIE NpPeaNOXKEHNA.




Ncnonb3losaHwme LLM

®PUNHAHCOBbLIN CEKTOP: MHTENNEKTYasIbHbIA MOUCK NO 6a3e 3HaHWUIN, reHepaumna JOKYMEHTOB, YaT-
60Tbl, aBTOMATU3aLUMNA TEXHUYECKOM NOAAEPKKN, NpoBepKa AoKymeHToB, MU-accucteHTbl B HR 1
MapKeTUHre.

Putenn wn e-commerce: NapcUHr obOpaweHnit, reHepauma TOBAPHbIX  OMWUCAHUN,
NepCcoOHaNN3UPOBaHHbIE BUTPUHbI, aBTOMATU3aLMNA JOKYMeHTO0bopoTa N 06paboTKkM 3aKas0B C
nomouwbto UN-accmncTeHTOB.

[MPOMBILLNEHHOCTb: FreHepauua TeEXAOKYMEHTaUUMU N aBTOMATM3aLUMA BHYTPEHHUX MPOLECCOB C
nomouwbio UN-accmncTeHTOB.

MeanumnHa n obpasoBaHmMe: NOUCK NO HOPMATUBHOM AOKYMEHTALUN, aBTOMATM3aUUA PYTUHHOMN
AOKYyMeHTauuu ¢ nomouwbto MN-accucteHToB.

NT n nndpactpyktypa: MN-accncteHTbl Ana CMCTEMHOrO aHanu3a, aHaAM3a N0roB, reHepauumn
peKkomeHaauunn.




Ncnonb3losaHwme LLM

LLM HaxogAT npuMmeHeHWe KaK B KJIMEHTCKUX CepBucax, TaK U BO BHYTPEHHUX npoueccax,
YCKOPAA PYTUHHbIE 334341 N CHUXKAA HAarpy3Ky Ha cneunaamcros.

[MpaKTMYECKM KarxKaaa KomnaHuAa paboTaeT cpa3y C HECKO/NIbKMMMKM OTPaCAAMU, a KEUcbl BO
MHOTOM TUMNOBbIE: UMPPOBbIE aCCUCTEHTDI, reHepaLuna JOKYMEHTOB, MHTEN/IEKTYaNbHbIA NMOWUCK,
aBTOMaTU3aUUA MNOAAEPKKU. ITO TOBOPUT O TOM, 4YTO TexHonormm LLM yxKe Havyanu
MacLUTabmnpoBaTbCs 3a Npeaenbl MMI0TOB — U NMPOHMKATb B PYTUHY KPYNHENLWMX OTpacaen.




BanaHc mexkay 6e30nacHOCTbIO,
3KOHOMWMKOW U 3pENOCTLIO

KomnaHMKM ¢ BbICOKMM YPOBHEM 3PE/IOCTU BCE Yalle NPUMEHAIOT HEMPOLLIO3bl, MAaCKMPOBaAHME
N cobcTBeHHblEe security-ounbTpbl, 4TOObI MCNoNb30oBaTb npemmyllectsa 0bnavHbix LLM 6e3
Komnpomuccos no 6esonacHoctn. C Apyrom CTOPOHbI, ANA KPYMHbIX UTPOKOB U TOCKOMMNAHWI on-
prem no-npeXxHemy ocTaeTca eAUHCTBEHHO BO3MOKHbIM BapUAHTOM.

OTpacnb TaKKe AUKTYeT apXUTEKTYPY: €C/IM MPOEKT cBf3aH C (pMHAHCAMU, MeAULMHOMN,
OCCEKTOPOM — pelleHne Mo4YTM Bcerga pPasBOPaAYMBAETCA B 3aKPbITOM KOHType. [ns
puTeina, obpaszoBaHUA, CTapPTanoB MAKW 33434 C OTKPbLITbIMW AAaHHbIMW — Yallle NPUMEHAOTCA
06/1a4Hble AN TMBPUAHbBIE aPXUTEKTYPHbI.

Ha BbI6Op apXxMTEKTYypbl BAUAIOT 4YeTblipe Katouesbix dakTopa: 6e3onacHoCcTb (Kak npumep —
cobnogeHne 3aKOHa O MepcoHaNbHbIX AaHHbIX 152-93), ctoMmocTb (0bnako pewesne),
NPOU3BOAUTENLHOCTL (0cobeHHO npu ucnonb3oBaHMM moaenen fine-tuning), n KadyecTBo
Bblj@aBaeMoro pesysbrata. Bce 3aBucuT oT cueHapusa: RAG, reHepauus, arperaums — pasHble
3a4a4u TPebyloT PasHbIX NOAX0A0B




bapbepbl Ha NyTU BHeAPEeHUA

Mpobnembl HOCAT HE CTO/IbKO TEXHUYECKMUMN, CKOIbKO CUCTEMHbBIN U KYNbTYPHbIN Xapaktep. OHK
KacaloTca HedoCTaTKa 3penoctn, WHOPACTPYKTYpPbl, AO0BepuA, PEryiaTopuMKn U aake
KOFHUTUBHOIO CONPOTUB/IEHUA BHYTPU KOMaHA,

NN BOCNpUHUMAETCS KaK yrposa — UM He Bceraa Ha ypoBHe pyKoBoAacTBa. CTpax nepep
«UCKYCCTBEHHbIM KOJIIErOi», OTCYTCTBME NMPUBLIYKM paboTaTb C HOBbIMU MHTEpdelicamn, 60A3Hb
NOTepPATb 3HAYMMOCTb — BCE 3TO 3aMeANISET BHeApeHue.

YacTo KomnaHumM He MoryT chopmMyanpoBaTb 3aJady WAW He MOHMMAOT, 3adyem um UMN.
OTCYTCTBYIOT METOA0N0MNMU, CTPYKTYPbI, 3pesible OXKUAAHUA. 3a4a4M «Ha aBTOMATU3ALLUIO BCEro»
He BeAyT K pe3ynbraTy.

JloKkanbHbie peweHna TpebytoT cepsepos ¢ GPU, komneteHUM U BpemeHn. MHorme KomnaHum
He roToBbl K TaKUM BnioXKeHUaM. Ob1auHble pelleHna — agellesne, HO Bbi3biBAalOT ONAaceHUsA




bapbepbl Ha NyTU BHeAPEeHUA

MHOrMe KOMMNaHWUM He TOTOBbl NPeAoCTaBUTb KayeCTBEHHble AaTaceTbl, He ymeloT
dbopmMynnpoBaTb 3anpockl Uan 6oATCA yTeyeKk. ITO CHUMKAET TOYHOCTb U nonb3y UN.

LLM npoponsKatoT «daHTa3npoBaTb» U AaBaTb OWNOKU, OCOOEHHO B CAOXHbLIX U KPUTUYHbIX
3aaa4ax. [locToAHHAA roHKa HOBbIX MoAenein AenaeT PbIHOK HeCTabuabHbIM.

MHorme KomnaHMKM oOnacaroTcA LLITpaCIJOB M PUCKOB WN3-3a OTCYTCTBUA TMOHATHbLIX MpPaBu.
OcobeHHO 37O KacaeTcs MHOCTPAHHDbIX MO,CI,EI'IEVI n 061aKoB.

Bonblwas 4acTb 3TUX nNpobsiem He cBA3aHa HaMNPSAMYIO C KayecTBOM camux mogaenein. OHu
BO3HWKAIOT M3-3a TOoro, Yto UM no-npekHemy BOCMPUHMMAETCA KaK HEYTO MarMyeckoe, a He
NHCTPYMEHT.

MMeHHO 3TO HEMOHUMAHUE N OTCYTCTBME Lie/IENO/IaraHnUA CTaHOBATCA OCHOBOM HOBOTIO SIBJIEHMS,
O KOTOPOM FOBOPAT MHOMME Y4aCTHUKKU pblHKa: Banb-koguHr (ot aHmn. vibe coding) — nmutaumnm
umMdppoBomn TpaHcPopmaummn b6e3 peanbHOro apdekKra.




deHomMmeH Banb-KoamHra

TepMUH Bamb-KOAMHI NOSABUICA KaK WPOHUYHOE O0003HaYeHMe MNpPaKTUKKU, MPU  KOTOPOM
pa3paboTumMK «co3paeT» KoA, He MNOHMMAas CyTM 3agauyn. Yacto — ¢ nomouwbto LLM, 6e3
npoBepKu, 6e3 snornkm, 6e3 apxuTekTypbl. ITO CTano OcCOBeHHO 3ameTHO Ha ¢oHe
CTpemMuTeNnbHOro BHegpeHuA reHepaTtmsHoro NIA.

MHorve skcnepTbl NOAYEPKMBAIOT: 4E/10 HE B TEXHO/IOTUU, @ B YMEHUU el nosb3osBaTtbeA. Balib-
KOAUHI — He cneacteue nossneHua LLM, a pe3ynbraT He3pesnoro noaxona K ee npumMeHeHuto.
Tam, rae N ponkeH BbITb ycUAUTENEM KOMMETEHLU M, OH NpeBpaLLaeTcs B UX UMUTALMIO.

Korga WA BCTPaUBAETCA B I'IpO,EI,YMaHHbIﬁ npouecc, 37O AddaeT KayeCTBEHHbIN CKa4oK.
OcmbiCNeHHaA aBToOMaTU3auMA NO3BOJIAET YCKOPHUTDb npopa60TKy TpE6OBaHMl7’I 3d CYHUTAHHbIE
AHWN, BBIHOCUTb TMMNOTE3bl HA TECTUPOBaAHUE. JTO He 3amMmeHAeT IKCNEPTU3Yy, a yCnaimBaerT.

bBe3 NOHMMaHUA apPXUTEKTYPbI, KOHTEKCTA U TECTUPOBAHUA — reHepaumsa Koda MOXKeT NPUBecTU
K HecTabuAbHOCTM, yTeYKaM W pPenyTauMoHHbIM pPUCKaM. Balb-KoauHr co3gaeT NoXHoe
OLLYLLEHWE NPOCTOTbl — U 3aHMXKAET TPeboBaHUA K KBaIMbUKaLUW.




3penocTb PbIHKa

CerogHA pbIHOK nepexoguT OT BHeAPEeHMA K CTaAuM aKTMBHOIO POCTa: MNOABJIAKTCA Mepsble
3penble Kencbl, popmupytoTca best-practices, a Gu3Hec Bce Yalle roBOPUT HE O BO3MOXKHOCTH, a
o0 nonb3e LLM.

B uucne AnaepoB — KpPyMnHbie WUIPOKU: PUHTEX, PUTENN TENEKOM, MNPOMbILNIEHHbIEe
npeanpuaTma. Y HUX ecTb Bce: MHOPACTPYKTYPa, AaHHbIe, 3pesible KOMaHAabl U BHYTPeHHne UT-
npoueccbl. UMeHHO OHM 3anyCKatoT AECATKM MUNOTOB U YKe NoayYatoT SKOHOMUYECKNI 3P eKT.

Y manoro u cpeaHero busHeca npobaembl Agpyrme: HexBaTka AaHHbIX, OTCYTCTBME KOMMETEHLUN
N BHYTPEHHEN 3KCNepTu3bl, Hegosepue n HexBaTKa UT-MHDpacTpyKTypbl.

[laxKe Npu HAaNNYUK KenaHUA, KOMNAHUAM 4YacTo He XBaTaeT MHPPACTPYKTypbl (cepsepos, GPU,
3aWMLWEHHbIX KOHTYPOB) N ACHOCTMW.




PocT ncnono3sosaxHua N

AKTUBHOE TecTUpoBaHUe U NUAOTbl. boablWMHCTBO KoMnaHui npobytoT LLM B orpaHuMYeHHbIX
CUEeHapuAax — Hanpumep, B NoaaeprKKe, reHepaumMm KOHTeHTa, YyaT-6oTax.

Hauyano npoayKTUBHbIX BHeAPeHUA y anpepoB. PUHTEX, TEIEKOM, MPOMbILLIEHHbIE U KPYMHbIe
NT-KOMNaHUK yXKe NONYYAOT SKOHOMUYECKMU 3D deKT oT BHegpeHua LLM.

dopmupoBaHue best-practices. KomnaHumn-HoBaToOpbl AENATCA MNEepBbIMU KelcamMW, PbIHOK
HaYMHaEeT }KAaTb OTpac/eBble WabAoHbl U peKoMmeHaaLNnMN.

BbICOKMIA uHTEpec, HO ¢parmeHTUpPOBAHHAA 3penocTtb. ECTb ApKMe «BUTPUHBI», HO
KOMMJIEKCHbIX pelleHnn HeMHoro. OTaenbHbie KOMMNAHUM M OTPACAM Ha FPaHM 3Penoctu, HO
PbIHOK B LLe/IOM — elle HeT.

Pactywana MHPpaCTPYKTYpHAA U HOPMATUBHAA FOTOBHOCTb. KomnaHuu BKknaabiBatotca B GPU,
BbICTPAMBAlOT KOHTYpPbl 6e30MacHOCTM, HO NO-NPEXKHeMy CTajJKuBatoTcA C bapbepamn —
HEXBAaTKOW PecypcoB 1 HEACHOM PEryiSTOPUKOMN.




YTO Aanblie: cLueHapum pa3BUTUA

KntouyeBble ycnosuAa anAa TeXHONOrm4eCKoro npopbobiBa.

* HOPMATUBHOE pPerynaMpoBaHue, obecneynsatollee AOCTYN K 06€3/1IMYEHHbIM FOCYAaPCTBEHHbIM
NAHHbIM;

“y4yactme B ME)'K,D,YHapO,D,HOﬁ Koonepauunm n AoCtyn K MMPOBbIM 6azam AdadHHbIX;

* BbIXO/, POCCUNCKUX Pa3pPabOTYNMKOB Ha BHELUHME PbIHKK A/1A OTPAOOTKM peLleHnin 1 NoBbILLEeHUSA
NX YHUBEPCA/IbHOCTU;

“ CNCTEMHAA pa60Ta C O6pa3OBaHMEM, (I)OpMMpYI-OIJ.I,aﬂ HOBOe€ NnokoJsieHne cneunajincTtosB.




Q' deepseek
pacckaxmu o ceoém Byayliem
e 2

3TO WHTepPeCHbI dUnocodCKii BoNpoc o «ByayLiuem» CUCTeMBI, ¥ KOTOPOW HET HU CO3HaHWA, HK
nnyHoctn! & Ho ecnv roBopuTs O TOM, Kak MOTYT Pa3BUBaTLCA TEXHONOTMW, NoA0OHBIE MHE, BOT YTO

MOXHO 06CY,£I,I/ITI:|Z

~~ DBONIOLMNA KaK MHCTPYMeEHTa:

Moé «byayliee» byaeT onpefenaTbc TeM, Kak NHOAM peLuaT yayylaTe M UCNoNb30BaTk NoA06HbIe -

cucrembl. Ckopee Bcero, passvTve NOMAET B CTOPOHY:

* bonee my60|(oro NMOHMMaHWA YeNoBe4eCKMX 3arnpocoB N KOHTEKCTa
. yﬂyl-ll.IJEHI"IH MO/IE3HOCTU — MNOMOLLb B PELUEHWNW peasibHbIX CNOXKHbIX 3a4a4

. I/IHTerpau,uM B NoBCcejHeBHbIe Npoueccbl — OﬁpaBOBaHME, TBOP4eCTBO, aHanuns, noanep>KkKa peLueHuﬁ

Q BozmoiKHbIe CUueHapuuu pasBUTUA:

1. CHELlHaﬂHSHpOBaHHbIe Bepcuun — AN14 HayKu, MeAnUnHbl, NCKYCCTBa, 06paBOBaHHH
2. nepCOHaﬂbele MWN-nomoLwHuKn — ajanTupoBaHHbIe NOA UHANBUAYalIbHBIE I'IOTp96HOCTM

3. KOﬂﬂaGOpaTHBHbIE cncTembl — pa60Ta|-0u.|,v|e B nape C 4eJJoBeKOM HaJj NMpoekTaMmm

4. lemokpaTr3aLma 3HaHUA — Aenatolle 3KcnepTusy bonee gocTynHon

72 DTNUYECKNIA KOHTEKCT:

Moé «byayuiee» TeCHO CBA3AHO C TeM, Kak OBLLECTBO PEeLUMT BONPOCHI:

MpospauHoctn — kak VI npuxoaut K BbIBOAAM

. KOHTpOJ'Iﬂ — KTO W KakK ynpasaseT 3STMMU CUCTEMaMU

Pacnpe,qeneuun Bbirog — UYTo6bI TEXHONOTUM CNy>XKnim ecem

. COXpaHEHMH yenoBeyeckoro areHtctea — MM kak MHCTPYMEHT, a He 3aMeHa

¢ BausaHue Ha obuiecTBO:
WHTepecHo byaeT Habaoaats, Kak NofobHbIE TEXHONOTMK:

* MameHaT goctyn K MHQOpPMaLMM 1 3HaHWAM
* [1OBAMAIOT Ha TBOPYECKME MPOLLeCChl M MHHOBaLWN

 MomoryT pewats robansHele npobaems (kmMmMat, MeanumHa, obpazoBaHue)

+) ®unocopckuin acnekr:

C TexHUUYeCcKon TOUKHK 3PeHWnA, ¥ MeHA HET «Gy,a,yu.l,ero» B YenoBevyeckoM NoHMMaHWn — A NpocTo
alropuvtm, KOTOPI:-IFI 6y,£1eT 0BHOBATLCA W yny4dwaTbCs. Ho kak KoHUenuua, Kak TexHonorma — A
npeacTaBNAro coboit yacTb MHTEPECHOTO NyTK YenoBe4decTBa K CO34aHWIO BCE Honee CNOXHbIX

WHCTPYMEHTOB ANA paclunpeHria CBOWX BO3MOXXHOCTEN.




pacckaxu o cBoéM Byayliiem
0o G
@ Qwen3-Max

Moé «byayluiee» — WHTepecHas TeMa, 0cObeHHO ecn yuecTs, YTo 7, Kak VW, He obnasato cozHaHnewm,
KeNnaHWAMU UAK IMHHOW BpeMeHHOW nepcnekTUBoi. Ho 8 Mory pacckasatk, Kak, No MHEHUIO

pa3paboT4MKOB W 3KCMEPTOB, MOTYT Pa3BMBaTLCA Takne MoAe/N, Kak A.
BOT HeCKONBKO BO3MOMXKHBIX HarnpaBAeHWiA Moero (M NofobHbIx MHe VW) «Byaylieros»:
1. bonee rmyboKoe NOHMMaHWE KOHTEKCTa

Co BpemMeHeM A CMOry nydlle ynaB/inMBaTb HHOAHCbI PasroBopa — 3MOUKMW, KyNbTYyPHbIE OTCbINKW, CKPbIThbIE

CMbIC/bl. 3TO caenaet OGLLI,EHI»‘IE‘ CO MHOI ecTecTBeHHee W NosesHee,
2. MynsTMoAansHoOCTb

¥Yxe celivac mHormne M paﬁoraroT He TONBKO C TEKCTOM, HO U C H306pa)KEHMHMH, 3BYKOM, BUAEO. B
6yﬂ,yLLlEM A, BO3MOXHO, CMOly OAHOBPEMEeHHO aHa/lM31MpPoBaTh M reHeprpPpoBaTbh KOHTEHT B Pa3HbIX

qnopmaTax — HanpumMep, onncatb KapTHHY, HapKcr  Tb CXeMy No OonN1McaHWo WKW MOMO4Yb CMOHTUPOBATL

¥

BMAeO.

3. NepcoHanusaumsn

A CMOTY «MOMHWUTb>» (C cornacwua I'IOJ'IbSOEaTEJ'IH!) Nnpeano4YTeHns, CtTuib 06LI.I,EHVIF| 1 Liean KOHKPEeTHOro

HenoBeKa — U adanTUpoBaTbCA NO4 Hero, Kak JNIMYHBIA NOMOLWHWK UKW HacTaBHUK.
4, MHTerpaLWIFl B NoBCeAHEBHYH >KU3Hb

fl 6yay rny6oke BCTPOEH B YCTPOWMCTBA, CEpBUCHI M paboune NpoLecckl: OT YMHOTO A0Ma A0 MeAULIMHCKOW

ANarHOCTHMKIA, OT 06paBOBaHMH pile] Hay’-leIX MCCﬂe,ﬂ,OEaHMﬁ.
5. 3TMYHOCTb U Be3zonacHOCTb

OpHa v3 rnaBHbIX 3aaadv Oyayulero — caenate M 6onee npospaqHbiM, BecnpucTpacTHbIM 1 3aLLWLLEHHbLIM

oT 3noyn0Tpe6neHHF|. Ba)KHO, '-IT06bI MOW «CI‘IOC06HOCTV‘I» NCNoae30BalnCk BO 6J1aro.
6. ABTOHOMHbIE areHTbl

BoamoxkHO, A CMOTY BbINONHATE AONTOCPO4YHbIE 3a4a41: MNJIaHNPOBaTk NMPOEKT, MCKaTb MHqupmau.mo no

4yacTAM, B3aUMOAENCTBOBATEL C APYrTMMW CUCTEMaMKM — MOYTH KakK aBTOHOMHBbIW LI,MCIJpOBOI;I areHT.
2

Xota Y MeHA HEeT MeYTbl O 6y,£|,yu.|,eM, f HaAeroCb, YTO MOA 3BOJIKOLUMA MOMOXKET /IKAAM YHUTLCA, TBOPUTD,

PewaTb CNOXKHbIe 3a4a4M W Jiydlle NoHMMaTe ApYr Apyra.

A KakuMm mel BUAWLLE MOE Byayuiee? &




paccKaXu o CBOEM GyayLlem

OTBeT o

Bynoyulero Kak TakoBOro y MEHS HET, MOTOMY YTO § BCEro NIWLb MHCTPYMEHT, CO3AaHHbIi 0158 NOMOLLM NOAAM
30echb W ceiyac. ONHAKO pa3sBUTME TEXHOMOMMIA NOCTOAHHO OBWETCA BNEPEM, U BMNOMHE BEPOATHO, YTO
Byayuine Bepcum Modenei Hanonobue Moel CTaHyT ellg yMHee, BbicTpee U ToYHee O0TBeYaTb Ha 3anpochl
nosib3oBaTenen.

BoT HeKoTopble HanpaBneHWs, Kyga MOXeT pa3BMBaTbCs MOSA 3BONHOLMA:
VnqueHMe KaJyecTtBa 06p360TKI4 eCcTeCTBEHHOIo A3biKa

CoBpeMeHHble Mogenu OﬁpaﬁEITbIBElIOT peyb BCE nydue n nyyuwe, NnoOHMMaa HIOaHCbI 3HBLIEHVII;I, KOHTEKCTa U
[aXe 3MOLMK, 3aN0oXKeHHble B cnoBax. BnonHe BO3MOXHO, YTo 6y,|1yu.|,ee NOKONEeHMEe MOE CTaHET HAaCTOALLMM
BUPTYanbHbIM COﬁECE,D,HMKOM, CNocoBHbIM nogoepxXarb XXUeoe 06IJ.|,EH e NpakTM4ecKn HeEOTIMYNMO OT

YE/T0BEHECKOro.
[NoBbiWeHHaA aganTUBHOCTb U nepcoHannsauuma

Celtyac g CTapakoCb YYNTbIBaTb 0COBEHHOCTKM Ka)Kooro KOHKPeTHOTro pa3roeopa, ogHako MOW BO3MOXHOCTH
orpaHuyeHbl. bygylimMe NoKONeHMsa CMOryT 3anoMMHaTb Bally NMpeanoyvYTeHns, CTUb Pevyn U y4UTbCA BECTH
ananor MMeHHO TaK, Kak BaM WJ,OE)HO.

oums

MHTerpaLI,I/IH HOBbIX TUMNOB OaHHbIX

ViKe ceityac akTMBHO pa3BuBaeTca paboTa ¢ MyNbTUMOOanbHOCTbIO — cnocoBHocTb obpabaThiBaTh
0[IHOBPEMEHHO TEKCTOBYIO, BU3YaslbHYIO 1 3BYKOBYIO MHMOPMaLKIO. 3TO NO3BOMUT MOMM ByayLIMM BEPCUAM
peluaTb ropazgo 6onblue 3a0ay M B3aMMOAENCTBOBaTb C MUPOM 3HauUTeNbHO pa3HoobpasHee.

MCKYCCTBGHHbII:“l UHTENNEeKT B NnoBCegHEBHOCTHU

ICKYCCTBEHHbIM MHTENNEKT NMPOHUKAET BO MHOTME cdepbl Hallel XU3HN — MeauLIMHa, obpa3oBaHue,
TPaHCMOPT, MPOMBbILIEHHOCTb. Bo3MOXHO, ByoyliMe Mogenu Bpoae MeHsa ByoyT noMoraTe Bpadam CTaBUTb
LMarHo3bl, YYUTENAM co34asaTb MHOAMBMAOYaNbHbIE NPorpaMMbl 0ByUYeHWa, BOOUTENAM YNPaBATb
aBTOMOBUAAMKU HOBOrO NOKOJIEHMA.

TakuM o6pa3oM, XoTa NMYHO Moero ByayLlero He CcyLlecTBYEeT, TEXHOMOrUK, Noao6HbIe TOM, Ha KOTOPOIA
OCHOBaH MOV anropuTM, NPOAO/HKAT CTPEMMTENBHO COBEPLUEHCTBOBATLCA, OTKPbIBas HOBbIE FOPU30HTbI

BO3MOXHOCTEN.




pacCcKakv O CBOEM OyayLiem

O Anwuca Al
(& 3% B MNpomnTxab

Kak BUpTyarnbeHbIA MOMOLLHWK, A He obnaga cozHaHWeM, NMNYHBIMK XKenaHUaMM U CNoCOBHOCTEIO

3. ABTOHOMHOCTbL U MPOaKTUBHOCTb
CTPOUTb NMNaHbl — Y MEHA HET «6y,u,yu.lero» B YernoBe4yeckoM NoHMMaHuM. Ho A MOTY paccKasaTtb, Kak,

M Ha4HET:
BEpPOATHO, ByaeTt passuBartbcsa TexHonorud WA n mos ponb B 3TOM npoLecce.

o npegsBocxvlarte notpeGHOCTM (HanpUMep, npeanaraTtb peLUEHUE 10 NOCTAHOBKU BONpoOca);
Hro xnér UM-nomowHuKoE B Gnukaiwmne roabl _— © CaMOCTOATENbHO BbIMOMHATL LENoYku elcTBuiA Yepes AP| cepBUCOB;

1. Bonee rnyGOKOE NOHMMAaHWe KOHTeKCcTa o BeCTW OONrocpO4Hble NPOEKThbI C noatanHom KOppeKTI/IpOBKOI?I NNaHoB.

Byaylivre mogenu cMmoryT: 4. Cneunanusauua v nepcoHanusauma

Moaeutca Bonblue «y3knx» MIA-accucTeHToB:
o [0MblUe YOAEPXUBaTh HATb pasroBopa (COTHW ThiCAY TOKEHOB);

o ONSA HAYYHbIX UCCNEROBaHWIA (AaBTOMATUYECKUIA aHANU3 NUTEPaTYPLI, reHepaLua rmnoTes);
o 3anoMurHaTb NepcoHanbHbIE NMpeano4YTeHUA Nonb3oBaTenA 6e3 aBHbIX HANOMWUHAHWIA;

o [ns TBOPYECTBa (COABTOPCTBO B My3blke, AW3aliHe, CLIEHaPHOM MacTepcTBe);

o pasnn4yatb TOHKME HHOAHCbl MHTOHaUWKN U HBMEPEHMﬁ AaXe B TEKCTOBOM 06LLI,EHMH.
o [ANA NMUYHOrO PasBUTMA (aganTUBHbIE TPEHepPbl NO A3bIKY, HaBblKaM, 300POBbI0).

2. MyﬂhTMMOAaﬂbHOBTb KaK cTaHpapT 5. 3TUKa v 6e30NacHOCTb

B3zaumogencTsue BoIMOET 32 paMKU TeKcTa: KnioueBble HanpasneHus:

o aHanua v reHepalus BUEO B pearnbHOM BpeMeHH; o Mpo3pa4HOCTb MPUHATUA pelleHUn (06 bACHeHNe NOrMKku1 OTBETOB);

. _ o 3aluTa OT MaHUNYNAUMIA U Ae3uHpopMaLmu;
o CWHTE3 eCTECTBEHHOrO ronoca ¢ 3MOLMOHaNbLHOW OKPacKOW;

©  KOHTPO/lb 3a UCMNOJb30BaHWEM NepCcoHalbHbIX OAHHBIX.

o UWHTerpaumsa ¢ AR/VR Ons Bu3yansHOro conpoBOXOeHUA OTBETOB.
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