Regression analysis 
(see script-file  RegressStepByStep.m)
I. Calculation and analysis of significant correlation coefficients:
Statistical criterion on correlation coefficient estimate:
 – random variables (r.v.), i=1,…,k;  experiment volume for each r.v., correlation coefficient: 

Criteria statistics: n-2 has Students distribution.
Using MatLab function, will find significant area and  probability P of obtaining current t (criteria statistics based on the sample):
H0:
H0:
H0:

II. Construction and analysis of linear regression; identification of significant coefficients of the model:
	Estimations model coefficients 


 
	H0: =0; k –number coefficients in the model

Statistics n-k (1)
  
 


	Estimations of model quality

Coefficient of determination:

Adjusted coefficient of determination:

k –number coefficients in the model; – sensitive for small n
	H0: =0;

Statistics
 





Remark: We are working with multiple regression, which has a matrix form. Centering or standardizing variables gets rid of the free term. Note that as a result of standardization, the variance of all variables is the same and equal to one, and the covariance matrix coincides with the correlation matrix; in this case, in expression  (1) .
In the RegressStepByStepforStudents.mlx file, the designations of the matrix regression model coincide with the designations of Lecture 6.
III. MatLabL functions:
RegressStepByStepforStudents.m contains the following approaches, resources and functions: carsmall.mat – Experimental Data for Examples
Preprocessing. It is advisable to carry out the preprocessing procedure in ML for independent and dependent variables simultaneously [sɪmlˈteɪnɪəslɪ]. Here, by preprocessing, we should mean removing rows with NaN and centering or standardizing on model variables.
table – the function of organizing data in tabular form. A list of functions and their description you can find in Teams\ Учебные Материалы\Lecture&Lab\Table methods and functions.pdf (in the Root Folder).

gplotmatrix – multi-window graphical representation of multidimensional statistical data for all possible pairs variables in the form of points on a plane, and histograms of each variable, including with a grouping variable.

corr the correlation matrix calculation  with estimates of the significance of its elements;
It is shown that the function does not process elements of the NaN type;
	
fitlm  – the function builds a linear regression model (for tabular form data).

In the Workspace, you can click on the name of the model variable and see – evaluate the contents of all model properties as the contents of the fields of the structure, see the code of example.

predict –  function of  the regression value calculation at an arbitrary multidimensional point (fantasy), or for chosen object in the model. Response is calculated for them. The difference  between the experimental  value - response and the one obtained by regression (predicted) is called residual.
regress – construction and estimation of regression parameters.
errorbar – estimation of residuals (errors), coefficients  and  their confidence interval  

see RegressStepByStepforStudents.mlx !

